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Abstract
Superconductivity in the copper oxides occurs at a crossover from localized
to itinerant electronic behaviour, a transition that is first order. A spinodal
phase segregation is normally accomplished by atomic diffusion; but where
it occurs at too low a temperature for atomic diffusion, it may be realized
by cooperative atomic displacements. Locally cooperative, fluctuating atomic
displacements may stabilize a distinguishable phase lying between a localized-
electron phase and a Fermi-liquid phase; this intermediate phase exhibits
quantum-critical-point behaviour with strong electron–lattice interactions
making charge transport vibronic. Ordering of the bond-length fluctuations at
lower temperatures would normally stabilize a charge-density wave (CDW),
which suppresses superconductivity. It is argued that in the copper oxide
superconductors, crossover occurs at an optimal doping concentration for the
formation of ordered two-electron/two-hole bosonic bags of spin S = 0 in
a matrix of localized spins; the correlation bags contain two holes in a linear
cluster of four copper centres ordered within alternate Cu–O–Cu rows of a CuO2

sheet. This ordering is optimal at a hole concentration per Cu atom of p ≈ 1/6,
but it is not static. Hybridization of the vibronic electrons with the phonons that
define long-range order of the fluctuating (Cu–O) bond lengths creates barely
itinerant, vibronic quasiparticles of heavy mass. The heavy itinerant vibrons
form Cooper pairs having a coherence length of the dimension of the bosonic
bags. It is the hybridization of electrons and phonons that, it is suggested,
stabilizes the superconductive state relative to a CDW state.
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1. Introduction

The discovery in 1986 of high-temperature superconductivity in the copper oxides [1]
stimulated a renaissance of interest in transition-metal oxides with perovskite-related
structures. Of particular interest were transition-metal oxide systems that undergo a change of
their d electrons from localized to itinerant behaviour as a function of the d-electron bandwidth
and/or the valence state of the transition-metal atom since the high superconductive critical
temperature Tc in the copper oxides is found at such a crossover.

The parent compound of all the copper oxide superconductors is an antiferromagnetic
insulator with a single d electron per Cu atom in an x2 − y2 antibonding σ ∗ band of a CuO2

sheet with (180◦−φ) Cu–O–Cu bond angles. Therefore, initial experiments were concentrated
not only on the copper oxide superconductors, but also on systems having a single d electron
per transition-metal atom in a parent antiferromagnetic compound. However, failure to find the
high-Tc superconductive phenomenon in other perovskite-related systems with both a single
d electron per transition-metal atom in the parent compound and a crossover from localized
to itinerant electronic behaviour has introduced the question ‘What is unique about the copper
oxide superconductors?’.

On the other hand, the subsequent discovery of a colossal negative magnetoresistance
(CMR) just above a Curie temperature TC in the manganese oxide perovskites at the crossover
from localized to itinerant electronic behaviour has broadened interest in the more general
question of how this crossover proceeds in perovskite-related structures. There is now
mounting experimental evidence that the crossover occurs in a first-order transition and
that where the resulting phase separation would occur at too low a temperature for atomic
diffusion, it is accommodated by cooperative oxygen-atom displacements that create a spinodal
phase segregation at a small length scale. These cooperative displacements fluctuate, which
leads to bond-length fluctuations and therefore to fluctuations of the two phases. Two-phase
fluctuations are not detected by a conventionaldiffraction experiment; fast experimental probes
are required to reveal them directly. However, once phase fluctuations have been detected
directly, other experimental probes can be developed that allow their existence to be inferred
from indirect physical phenomena.

Stabilization of a phase intermediate between localized and itinerant electron behaviour
may also occur; it is characterized by locally cooperative bond-length fluctuations at higher
temperatures. These fluctuations have been identified as a quantum-critical-point (QCP)
phenomenon. At lower temperatures, long-range-cooperativebond-length ordering may result
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in stabilization of a charge-density wave (CDW) or a superconductivephase. In most materials,
a CDW is stabilized; the CDW opens a gap at the Fermi surface, which suppresses Cooper-pair
formation. Therefore, the challenging question is the character of the superconductive phase
that can compete with a CDW. In this review, it is argued that the superconductive phase in the
copper oxides is associated with two phenomena:

(i) an ordering of bosonic two-electron/two-hole correlation bags into alternate Cu–O–Cu
rows of a CuO2 sheet and

(ii) hybridization of electrons with phonons associated with long-range-cooperative Cu–O
bond-length fluctuations that define the moving, ordered bags.

The electron–phonon hybridization results in itinerant vibronic quasiparticles of heavy mass,
and Cooper pairs of these quasiparticles are bound by a non-retarded elastic energy rather than
by the retarded electron–phonon coupling of a conventional superconductor.

The copper oxides are type-II superconductors; quenching of the superconductivity by
an external magnetic field does not occur globally at a critical field strength Hc as in a type-I
superconductor, but progresses in steps by the introduction of bundles of magnetic flux in
normal-state vortices. The phenomenology of vortex behaviour in the optimally doped copper
oxide superconductors is well described with a single-phase model; in the superconductive
state below Tc any two-phase fluctuations must be ordered into a traveling CDW in which a
phonon interacts strongly with the electrons, whereas above Tc the disordered fluctuations may
be described as QCP behaviour or as a polaron liquid.

Early experiments demonstrated that the superconductive condensate consists of two-
electron particles having paired spins like the Cooper pairs of a conventional superconductor,
but the superconductive-pair coherence length ξ is anisotropic and small (ξ⊥ ≈ 3 Å and
ξ‖ ≈ 10 Å) relative to its value in conventional superconductors, e.g. ξconv ≈ 1000 Å [2].
Since polaronic conduction is diffusive, which introduces an activation energy into a polaron
mobility, most theorists have looked to the spin–spin superexchange interactions as the driving
force for pair formation in the copper oxides. The parent compound contains Cu(II) having a
localized spin S = 1/2. Oxidation creates a low-spin Cu(III) with spin S = 0 and reduction
Cu(I) with S = 0. Since there is no spin–spin exchange stabilization for an ion with S = 0,
the spin–spin interactions would segregate spin-rich ‘spinon’ clusters from spinless clusters,
i.e. ‘holon’ clusters, on oxidation. This approach ignores bond-length fluctuations associated
with the first-order character of a transition from localized to itinerant electronic behaviour.
Too little appreciated is the fact that, at the crossover from localized to itinerant electronic
behaviour, the time for an electron to tunnel from one Cu atom to another is roughly the period
of an optical-mode oxygen vibration, τh ≈ ω−1

o , which reduces any activation energy in the
diffusive mobility to �Hm < kT . The associated strong electron–lattice coupling results in
vibronic conductivity, which gives ‘bad-metal’ behaviour. The normal state of the copper oxide
superconductors is metallic, but they are bad metals and the metallic conduction is not described
by conventional itinerant-electron theory [3]. In this review, emphasis is placed on the role
of electron–lattice coupling and of the bond-length fluctuations appearing at the crossover
from localized-to itinerant-electronic behaviour, but a proper theory needs to introduce the
contributions of both the spin–spin and the electron–lattice interactions and how they organize
the two-phase fluctuations into a distinguishable thermodynamic state that supports high-Tc

superconductivity.
First, the structural architecture of the copper oxide superconductors is compared to that

of the perovskite structure. The architecture of the copper oxide superconductors removes
the orbital degeneracy of the parent antiferromagnetic compound and creates 2D (180◦ − φ)
Cu–O–Cu bonding in (001) basal planes of corner-shared Cu sites; these sites may be
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octahedral, square pyramidal or square coplanar. As a result, the electronic properties are
strongly anisotropic.

Next, the electronic properties of the transition-metal oxides with perovskite structure are
first formulated in the limit of localized 3d electrons; the transition from localized to itinerant
electronic behaviour is introduced as a breakdown of the spin–spin superexchange perturbation
theory. The virial theorem is employed to argue for a first-order transition from localized to
itinerant electronic behaviour and to stress some predictions that follow from it.

The evolution of physical properties with the strength of the M–O–M bonding in a few
single-valent AMO3 perovskites (M = transition metal) are then reviewed to emphasize the
generality of the concept of two-phase fluctuations at the crossover from localized to itinerant
electrons in perovskite-related oxides.

Finally, the concept of a spinodal segregation into two-phase fluctuations at the crossover
from antiferromagnetic insulator to itinerant-electron metal is applied to the copper oxide
superconductors. An intermediate QCP phase is identified; ordering of the bond-length
fluctuations in this phase selects a critical fraction of charge carriers per Cu atom, i.e. the
composition of optimal doping, at which the phase becomes superconductive. The concept
of a ‘correlation bag’ containing electrons in molecular orbitals of a cluster is contrasted
with that of a ‘holon’ cluster. Evidence that the two-phase fluctuations order into ‘travelling
stripes’ containing bosonic correlation bags is presented. Evidence for the formation of heavy
quasiparticles propagating along the Cu–O–Cu bond axes is also discussed. The resulting
scenario is shown to account for the compositional dependence of the phenomenon as well
as why this high-Tc superconductivity mechanism has thus far been restricted to the layered
copper oxides with (180◦ − φ) Cu–O–Cu bonding.

2. Structural architecture of the copper oxide superconductors

2.1. The p-type superconductors

The ideal cubic-perovskite structure is illustrated in figure 1. An important feature of this
AMO3 structure is the matching of the equilibrium (A–O) and (M–O) bond lengths. Ideal
matching occurs where the geometric tolerance factor

t ≡ (A–O)/
√

2(M–O) (1)

is unity. It is customary to express the equilibrium bond lengths in these oxides as the sum
of tabulated ionic radii determined empirically from ambient x-ray data [4]. However, this
procedure masks the fact that the (A–O) and (M–O) equilibrium bond lengths have quite
different thermal-expansion coefficients and compressibilities. The (A–O) bond generally
has the larger thermal-expansion coefficient, which makes dt/dT > 0. The (A–O) bond
is normally more compressible, which makes dt/dP < 0 [5]; however, the equilibrium
(M–O) bond has a double-well potential at the crossover from localized to itinerant electronic
behaviour, which makes the (M–O) bond more compressible and dt/dP > 0 where there are
bond-length fluctuations at crossover.

Accommodation of a t < 1 is made by a cooperative rotation of the corner-shared MO6/2

octahedra so as to reduce the M–O–M bond angle from 180◦ to (180◦ − φ). As t is reduced
from t = 1, rotations about the [001] axis give tetragonal I4/mcm symmetry; these rotations
are followed at smaller t by rotations about [111] to give rhombohedral R3c symmetry and
then about [110] to give orthorhombic Pbnm (or Pnma) symmetry. The bending angle φ

increases with decreasing t , changing discontinuously on going from one cooperative rotation
to another.



Topical Review R261

Figure 1. The structure of ideal cubic perovskite AMO3.

Figure 2. Structures of (a) tetragonal (T) and (b) orthorhombic (O) La2CuO4. The arrows represent
the direction of tilting of the CuO6 octahedra.

Examination of figure 1 shows that MO2 layers alternate with AO rock-salt layers in the
perovskite structure. Therefore, it is possible to insert a second rock-salt layer between two
successive MO2 layers, and these insertions tend to enter periodically to give the Ruddlesden–
Popper [6] family of phases AO·(AMO3)n. The tetragonal structure of figure 2(a) is the simplest
of these intergrowth structures. The high-temperature structure of the parent compound
La2CuO4, for example, has this structure. However, a room-temperature two-dimensional
tolerance factor t2D < 1 introduces a cooperative rotation about a [110] axis, arrows of
figure 2(b), to produce an orthorhombic distortion. In this structure, the Cu occupy octahedral
sites.

Both Cu(II) and low-spin Cu(III) are also stable in square-pyramidal or square-coplanar
sites, which allows the layered copper oxides to accommodate to a large family of structures. A
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smaller A-site cation stable in eightfold oxygen coordination may form an A′ layer rather than
an AO layer when placed between two CuO2 layers. Loss of oxygen from the A′ layer leaves
the A′ ion in eightfold oxygen coordination. The coppers of the CuO2 layers are in square-
pyramidal coordination where they are adjacent to an AO layer on one side and an A′ layer
on the other; they are in square-coplanar coordination where they have two adjacent A′ layers.
Moreover, other layers may be inserted between two AO layers; these layers may have variable
oxygen content that allows oxidation of the CuO2 layers without changing either the oxygen
coordination of any of the Cu atoms of a CuO2 sheet or the A atoms of adjacent AO or A′ layers.
If we represent the layers between two AO sheets by �, then the p-type superconductors may
be represented by designation of the successive layers that are encountered on traversing the
c-axis:

AO · CuO2 · AO (2a)

� · AO · CuO2 · AO · � (2b)

� · AO · CuO2 · A′ · CuO2 · AO · � (2c)

� · AO · CuO2 · A′ · CuO2 · A′ · CuO2 · AO · � (2d)

� · AO · CuO2 · A′ · CuO2 · A′ · CuO2 · A′ · CuO2 · AO · � (2e)

in which A′ is a smaller rare earth or Y or Ca, and A is a larger A-site atom such as Ba, Sr, Pb
or La. In this representation, La2−x SrxCuO4 is given by (2a) and oxidation of the CuO2 layer
is accomplished by substitution of Sr2+ for La3+.

The YBa2Cu3O6+x (YBCO) structure of figure 3 is given by representation (2c). The
Y3+ ions occupy the A′ layer and the Cu(III)/Cu(II) of the CuO2 sheets are in square-
pyramidal oxygen coordination. The two BaO layers are bridged by linearly coordinated
Cu(I) in the parent compound YBa2Cu3O6; oxidation occurs by introducing oxygen into the
layer of bridging copper to form chains of corner-shared square-coplanar Cu(III)/Cu(II). The
Cu(III)/Cu(II) redox band of the � = CuOx chains overlaps that of the CuO2 sheets, and the
chain segments are, therefore, commonly referred to as a charge-reservoir layer [7].

The Tl2−yBa2CuO6−x , Tl2−yBa2CaCu2O8−x and Tl2−yBa2Ca2Cu3O10−x structures of
figure 4 are described by the representations (2b)–(2d). In this family, Ca2+ ions occupy
the A′ layers while the larger Ba2+ ions occupy the AO layers; the � = Tl2−yO3−x layer
between the BaO sheets accepts electrons from the CuO2 sheets, particularly from the copper
in fivefold oxygen coordination, to produce p-type conduction in the CuO2 sheets [8, 9].

The bismuth compounds Bi2Sr2CuO6+x and Bi2Sr2CaCu2O8+x represented by (2b)
and (2c) are members of an analogous family containing Sr in place of Ba. In this case,
� = Bi2O2+x layers [10, 11] accommodate extra oxygen to oxidize the CuO2 sheets. The Bi
and O atoms are displaced considerably from their ideal positions to form ladder-like structures
in the Bi2O2+x layers [12, 13]. This family has been extensively studied by surface-sensitive
techniques such as photoemission spectroscopy (PES) because of the ease with which the
Bi2O2+x layer can be cleaved and the passivity of a BiO1+y surface.

Figure 5 shows the YBa2Cu4O8 structure [14]; it can be derived from that of YBa2Cu3O6+x

(figure 3) by replacing the � = CuOx chains with a double Cu–O chain. As prepared, this
superconductive compound has its CuO2 sheets underoxidized (underdoped). However, a
large pressure dependence of Tc, dTc/dP = 0.55 K kbar−1 [15], has been shown to result
from transfer of electrons from the CuO2 sheets to the double Cu–O chains of the � layer [16].
A compound YBa2Cu3.5O7.5 consists of combining figures 3 and 5 into alternating layers of
YBa2Cu3O7 and YBa2Cu4O8 [17, 18].

The Pb2Sr2R1−zCazCu3O8+x (R = lanthanide or Y) is another example of a structure
closely related to that of YBa2Cu3O6+x . As shown in figure 6, the � = CuOx layers of
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Figure 3. Structures of (a) tetragonal YBa2Cu3O6 and (b) ideal orthorhombic YBa2Cu3O7.

Figure 4. Structures of ideal (a) Tl2Ba2CuO6, (b) Tl2Ba2CaCu2O8 and (c) Tl2Ba2Ca2Cu3O10.
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Figure 5. YBa2Cu4O8.

YBa2Cu3O6+x are replaced by PbO–Cu–PbO layers. Partial substitution of Ca2+ for R3+ in the
A′ plane is necessary in this case to introduce p-type charge carriers into the CuO2 sheets so
as to make them superconductive [19, 20].

The highest values of the superconductive critical temperature (Tc ≈ 131 K) have
been found in the trilayer mercury compounds Hg1−yMyBa2Ca2Cu3O8+x of figure 7 [21]; in
representation (2d), A′ = Ca and � = Hg1−yMyOx . The mercury compounds have 180◦ Cu–
O–Cu bonds in the CuO2 sheets, which limits the oxidation of these sheets by the interstitial
oxygen in the Hg layers of the original HgBa2Ca2Cu3O8+x compound [22] since oxidation
reduces the equilibrium Cu–O bond length. By choosing the size of the M cation and its
valence, substitution for Hg of M cations of higher oxidation state (e.g. M = Bi, Tl, Mo and/or
Re) that bring extra oxygen into the Hg planes not only stabilizes the phase; it also allows
optimization of both the oxidation state and the Cu–O bond length of the superconductive
CuO2 sheets.

Like YBa2Cu3O6+x of figure 3, the structure of RuSr2GdCu2O8 corresponds to
representation (2c) in which A′ = Gd and A = Sr; the � = RuO2 plane between the SrO
rock-salt layers is reported to have a ferromagnetic component below a magnetic-ordering
temperature TM = 133 K [23–27]. Since superconductivity and ferromagnetism are mutually
exclusive, the implication of this finding is that the superconductive electronic state of the
high-Tc cuprates is two dimensional. This conclusion is supported by the observation that the
RuO2 planes are conductive in the normal state, but they do not become superconductive below
Tc; the RuO2 planes and CuO2 layers are apparently decoupled [28]. The RuO2 planes contain
nearly as many Ru4+ as Ru5+ ions [29, 30] and thus act as a charge reservoir that oxidizes the
CuO2 sheets. A rotation of the Ru octahedral sites about the c-axis bends the Ru–O–Ru in-
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Figure 6. Structure of Pb2Sr2Y1−zCazCu3O8.

plane bonds to (180◦ −φ), which narrows the π∗ RuO2 band and creates an antiferromagnetic
coupling between Ru atoms with a canted-spin ferromagnetism [31–33] that increases with an
applied magnetic field [34].

In summary, the layered copper oxides have been found to exhibit a remarkable ability
to oxidize layers containing CuO2 sheets in a variety of ways without changing the oxygen
coordination of the Cu atoms of a sheet even though the Cu atoms of a given sheet may occupy
octahedral, square-pyramidal or square-coplanar sites. Where the oxygen coordination or its
orientation varies from Cu to Cu in a CuO2 sheet, superconductivity is suppressed by the
resulting perturbation of the two-dimensional (2D) periodic potential. The presence of two
different A or A′ cations in adjacent layers perturbs the periodic potential to a lesser extent;
it lowers the critical temperature Tc without completely suppressing superconductivity. The
superconductivity of the copper oxides occurs in the CuO2 sheets and appears to be a 2D
phenomenon although coupling along the c-axis also occurs. This anisotropic character of the
copper oxide superconductors has made processing of these oxides for technical applications
difficult. The formal number of Cu(III)/Cu atom (i.e. number of positive charge carriers per
Cu atom) in a CuO2 sheet that gives the highest value of Tc for a given p-type system is
always in the range 0.15–0.18; at this state of oxidation, the superconductors all appear to be
single phase below Tc. Although a given system may have a large range of oxidation states at
higher temperatures, the superconductive phases are all confined to a narrow range of oxidation
states of the CuO2 sheets. The superconductive phase is thus seen to be a thermodynamically
distinguishable phase that is stabilized at low temperatures at a crossover from localized to
itinerant electronic behaviour [35]. Compositions lying between the parent antiferromagnetic-
insulator phase and the superconductive phase are said to be ‘underdoped’, those between the
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(a) (b)

Figure 7. Structures of HgBa2Can−1CunO2n+2+δ for (a) n = 3 and (b) n = 5.

highest-Tc superconductive phase and the Fermi-liquid (FL), non-superconductive phase to be
overdoped.

2.2. The n-type superconductors

Where the CuO2 sheets are under a compressive stress as occurs with a tolerance factor t < 1,
oxidation of the sheets relieves this stress by shortening the equilibrium Cu–O bond length;
reduction of the sheets would increase a compressive stress. Where the CuO2 sheets are under
tensile stress as occurs with a t > 1, reduction of the CuO2 sheets relieves the stress; oxidation
would increase the stress. Where the Cu–O bond length in the sheets has the equilibrium value
for a Cu(II) ion, it proves difficult to dope the sheets either p-type or n-type. Therefore, a
given layered copper oxide system may be doped p-type or n-type, but not both [36]. Two
structures in which the parent compounds have stretched 180◦ Cu–O–Cu bonds and have been
made n-type superconductors are the T′-tetragonal structure of figure 8(a) and the infinite-layer
structure of figure 9(b).
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Figure 8. Structure of (a) T′-tetragonal Nd2CuO4 and (b) T∗-tetragonal LaDyCuO4.

Figure 9. Comparison of the (a) atmospheric-pressure and (b) high-pressure forms of SrCuO2.

The T′-tetragonal structure is derived from the tetragonal/orthorhombic (T/O) La2CuO4

structure of figure 3 by the displacement of the oxygen atoms of two adjacent AO rock-salt
sheets into the intersheet A-cation tetrahedral sites to form an A–O2–A fluorite layer in place
of the two AO·AO rock-salt sheets [37]. Removal of the apical oxygen at the square-pyramidal
Cu sites of the La2CuO4 structure leaves CuO2 planes of corner-shared square-coplanar sites.
The equilibrium basal-plane lattice parameter of a fluorite layer is larger than that of the
rock-salt layer and transforms the compressive stress on the octahedral-site CuO2 sheets of
the T/O La2CuO4 structure to a tensile stress on the square-coplanar CuO2 planes of the T′
structure. The relative magnitudes of the elastic energies due to these two types of strain
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Figure 10. The stability ranges of the T′ versus T/O structure in the system La2−yNdyCuO4
prepared at different firing temperatures. The room-temperature tolerance factors for different
values of y are also shown, after [38].

determine which structure is stabilized. A smaller A-site cation, i.e. a smaller tolerance factor
t , favours the T′ structure as is illustrated in figure 10 for the system La2−yNdyCuO4 obtained
at different firing temperatures starting from oxalate precursors [38]. By increasing the firing
temperature, it was possible to increase the critical value of y at which the transition from the
T/O to the T′ phase occurred. The calculated value of the room-temperature tolerance factor
decreases with increasing y, but t increases with temperature. Therefore, if the transition
occurs at a critical value of t = tc, then the plot of figure 10 shows how t increases with
temperature. La2CuO4 compounds with the T′ structure have been prepared at atmospheric
pressure for Ln = Pr · · · Gd [37], and partial substitution with Dy has been able to reduce
the room-temperature Cu–O bond length in this structure to 1.94 Å. With the exception of
Gd2CuO4, these compounds have been made n-type superconductors by substitution of smaller
Ce4+ [39] or Th4+ [40] ions for La3+ or F− for O2− in the fluorite layer [41]. These substitutions
do not change the oxygen coordination at a Cu site. However, any O2− ions remaining on the
apical-site positions introduce fivefold oxygen coordination at some Cu sites, which perturbs
the periodic potential of the CuO2 planes sufficiently to suppress superconductivity.

At small n-type doping of the Ln2−x Cex CuO4 systems with the T′ structure, the electronic
charge carriers remain small polarons in an antiferromagnetic phase up to a critical doping
concentration xc where there is a first-order transition to a superconductive phase. However,
the appearance of superconductivity requires synthesis or subsequent annealing in an inert
atmosphere or under pressure to ensure removal of apical oxygen from all the Cu atoms.
The smaller the lanthanide ion Ln3+, the higher is xc. The superconductive phase occurs at
an electron concentration 0.14 < x < 0.17 similar to the hole concentration in the p-type
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superconductors; and xc increases with decreasing size of the Ln3+ ion, which diminishes the
compositional range in which superconductivity is found, see section 5.1.

Figure 10 suggests that a preparation below 400 ◦C might stabilize La2CuO4 in the T′
structure. However, the oxygen ions are not mobile at these temperatures, and the large
compressive stress on the CuO2 sheets of La2CuO4 is partially relieved by the distortion
from T-tetragonal to O-orthorhombic symmetry on lowering the temperature. In air or O2

atmosphere, the compressive stress is also partially relieved by the introduction of interstitial
oxygen. The interstitial oxygen is, surprisingly, mobile to well below room temperature,
and phase segregation into oxygen-rich and oxygen-poor regions below room temperature
creates filamentary superconductivity in the oxygen-rich regions of La2CuO4+δ [42–48]. The
interstitial oxygens occupy the tetrahedral A-site positions between the two LaO sheets of the
rock-salt layers [49]. Substitution of the larger Sr2+ ion for La3+ in La2−x Srx CuO4 relieves
the compressive stress on the CuO2 sheets sufficiently that interstitial oxygen is not introduced
in air for x > 0.1. However, these observations emphasize the importance of monitoring the
oxygen content of all the copper oxide superconductors.

The tetragonal T∗ structure of figure 8(b) is found where two A cations of quite different
size are present in the A2CuO4 compounds [50–52]; it is a hybrid of figures 3 and 8(a) containing
fluorite layers alternating with rock-salt layers. In LaDyCuO4, for example, the fluorite layers
are Dy rich and the rock-salt layers are La rich; this ordering minimizes the bond-length
mismatch between successive layers. With this arrangement, the Cu of single CuO2 sheets
become fivefold coordinated. In this structure, it has only been possible to oxidize the CuO2

sheets.
In the infinite-layer structure of A′CuO2, figure 9(b), planes of corner-shared square-

coplanar Cu sites alternate with A′ planes. This structure was first obtained by Siegrist et al
[53] with the compound Ca0.86Sr0.14CuO2. However, synthesis at atmospheric pressure allows
little variation of the Ca/Sr ratio. In SrCuO2, for example, the large Sr2+ ion breaks apart
the CuO2 planes and the CuO2 double chains of figure 9(a) are formed instead. Attempts
to dope Ca0.86Sr0.14CuO2 sufficiently to make either an n-type or a p-type superconductor
were unsuccessful; the Cu–O bond length of 1.93 Å is near the equilibrium value for the
Cu(II) ion; and in the infinite-layer structure of figure 9(b), bond-length mismatch is not
accommodated by either cooperative bending of the 180◦ Cu–O–Cu bonds or stretching of the
Cu–O bonds. However, pressure decreases the Cu–O equilibrium bond length, and Takano
et al [54] synthesized SrCuO2 with the infinite-layer structure of figure 9(b) under a pressure
of 25 kbar; this phase was stable at atmospheric pressure and room temperature even though
the Cu–O bond length was stretched at ambient to 1.965 Å. This result led Smith et al [55] to
prepare under pressure n-type superconductors in two infinite-layer systems, Sr1−yNdyCuO2

and Sr1−yPryCuO2. The equilibrium Cu–O bond length increases with n-type doping, and
superconductivity appeared for y � 0.14, showing that the superconductive phase is also
stabilized here in the range 0.14 � n � 0.18 electrons/Cu atom. This finding was quickly
confirmed by Er et al [56] who demonstrated n-type superconductivity in the Sr1−yLayCuO2

system prepared under pressure.
Arima et al [57] have plotted the relationship between the Cu–O bond length for the

La2CuO4 oxides and the structure, the possible doping type, and the bandgap of the parent
compound, figure 11. The clear break at 1.93 Å shows the influence of the bond length
on the type of doping and the structure; whether the oxygen coordination of the Cu atoms
also influences the type of doping has not been articulated or demonstrated. The influence
of the variance σ∗ ≡ 〈r2

A〉–〈rA〉2 of the atomic radii rA of the A cations has also been
investigated [58, 59]; the variance plays a smaller role and does not change the qualitative
conclusions from figure 11.
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Figure 11. Charge-transfer gap versus Cu–O bond length for Ln2CuO4 oxides, after [57].

3. Electronic considerations

3.1. Overview

It is useful to consider three quite different classes of metal oxides: the main group oxides, the
rare-earth oxides and the d-block transition-metal oxides.

The main-group elements have only s and p electrons in partially filled shells, and only
these valence electrons are active in bonding. With the exception of 5s2 and 6s2 lone-pair
core electrons, the s and p electrons are itinerant and occupy primarily O2−:2p6 bonding bands
that are separated from empty antibonding, primarily cation s and p bands by a large energy
gap in the case of ns and np cation bands with n � 4. Cations such as Sn and Sb with outer
5s and 5p orbitals active in bonding have an intermediate-size energy gap between bonding
and antibonding s and p bands, and their oxides may be reduced by introducing electrons into
their 5s bands; but in this case, disproportionation reactions generally isolate these electrons
as 5s2 lone pairs at a single reduced-cation site. A similar situation generally applies to the
6s electrons of Tl, Pb and Bi; but as counter-cations in a transition-metal oxide, an overlap
of the 6s-electron energies and a transition-metal redox couple may play an important role in
broadening the d-electron band or, as in the Tl copper oxides, providing a charge reservoir for
the transition-metal redox couple.

The 4fn configurations at the lanthanide atoms Ln are localized, and the intra-
atomic electron–electron Coulomb energies between 4f electrons are large, U f n > 6 eV.
Consequently the Ln atoms can only have a single valence state unless a 4fn configuration
happens to fall in the energy gap between the filled O 2p bands and empty cationic antibonding
bands. In the copper oxide superconductors, the lanthanide 5d orbitals are empty and are at
energies well above the Fermi energy, which is near the top of the O 2p bands. In these oxides,
cerium is Ce4+ and all the other Ln ions are Ln3+ with the possible exception of praesodymium,
which has a Pr4+/Pr3+ couple near, but generally below the Fermi energy. Hybridization of
the Cu 3d and Pr 4f2 orbitals may remove the spin degeneracy at the Fermi energy, thereby
suppressing formation of singlet Cooper pairs and superconductivity.
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In perovskite-related oxides containing a 3d-block transition-metal atom M, the
antibonding electrons of M 3d parentage may be either localized or itinerant [60]. It is
imperative to understand the nature of the transition from localized-to itinerant-electronic
behaviour if one wishes to describe the high-Tc phenomenon in the copper oxides since this
phenomenon is found at the crossover from localized-electron antiferromagnetism in a parent
single-valent Cu(II) compound to itinerant-electron behaviour in the overdoped compositions.
For this purpose, it is convenient to begin with the construction of ligand-field 3d orbitals; this
construction introduces the oxygen component into the antibonding orbitals that arises from
M–O bonding.

The on-site Coulomb energy U that separates successive redox couples is responsible
for localizing electrons in single-valent compounds; the interatomic M–O–M interactions in
a perovskite-related structure are responsible for suppressing U and converting the localized-
electron configurations into itinerant electrons occupying an energy band of width W . In a
single-valent compound, the crossover from localized to itinerant electronic behaviour occurs
where W ≈ U .

In a mixed-valent compound, charge carriers tunnel from site to site in a time τh ≈ h̄/W ,
and the bandwidth W narrows sharply as W changes from W > U to W < U . Holes or
electrons introduced into a redox couple of a localized-electron configuration hop from site to
site in a time τh > ω−1

o , where ω−1
o is the period of an optical-mode oxygen vibration, and the

charge carriers are polaronic. Small dielectric polarons are mobile electrons or holes that are
dressed in oxygen displacements that trap them at a single site before they have time to hop to
a neighbouring like atom. Therefore, small polarons move diffusively. Itinerant electrons, on
the other hand, have a τh < ω−1

o , which means they tunnel from site to site too rapidly to be
trapped. Consequently they have dispersive energies εk = h̄2k2/2m∗ that span a bandwidth
W and a mobility µ = eτs/m∗, where τs is the mean free time between scattering events.
The crossover from polaronic to itinerant electronic behaviour occurs where τh ≈ ω−1

o ; strong
electron–lattice coupling means the attempt frequency for an electron hop is νo > τ−1

h . In this
case, the charge carriers move with little or no motional enthalpy; the charge-carrier motion is
vibronic. The result is bad-metal behaviour in which the charge carriers are coupled strongly to
fluctuating, cooperative oxygen-atom displacements, but they are not trapped by local oxygen
displacements; the vibronic charge carriers have a Fermi surface.

In a single-valent compound with W < U , the spin–spin M–O–M interactions between
localized-electron configurations are described by superexchange perturbation theory; in the
itinerant-electron limit W > U , the bandwidth Wb can be described by the tight-binding
theory, which neglects U . In the crossover region Wb ≈ U , it is not possible to neglect the
influence of U ; it increases the effective mass of the quasiparticles and narrows the bandwidth
W . Hubbard introduced a theory providing a smooth crossover with a progressive opening of
an energy gap between successive redox energies in a single-valent system as W decreased
to W < U . However, recent experiments indicate that the crossover is not smooth, and the
virial theorem will be used to argue for a first-order transition at crossover. A first-order
transition leads to phase segregation where segregation occurs at a high enough temperature
for atomic diffusion, which proves to be the case in La2CuO4+δ where the interstitial oxygens
are mobile below room temperature. However, if the phase segregation would occur at too low
a temperature for atomic diffusion, it is manifest in cooperative bond-length fluctuations. The
lattice instabilities associated with these fluctuations and the resulting vibronic conductivity
are found in the normal state of the copper oxide superconductors. Moreover, in these mixed-
valent systems, the two-phase fluctuations also manifest themselves in the formation of mobile
‘correlation bags’ that act as multicentre polarons having a diffusive, vibronic mobility with
�Hm < kT at temperatures T > Tc.
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3.2. Ligand-field considerations

The five 3d orbitals of a free atom are degenerate; but with more than one electron or hole in a
3d manifold, the spin degeneracy is removed by the ferromagnetic direct-exchange interaction
between electron spins in orthogonal atomic orbitals. These exchange interactions produce
the Hund intra-atomic exchange field Hex . The energy splitting between a high and a lower
localized spin state will be designated �ex .

The atomic orbitals fm with azimuthal orbital angular momentum operator Lz , where
Lz fm = −ih̄(∂ f/∂φ) = ±mh̄ fm , have the angular dependences

f0 ∼ (cos2 θ − 1) ∼ [(z2 − x2) + (z2 − y2)]/r2

f±1 ∼ sin 2θ exp(±iφ) ∼ (yz ± izx)/r2

f±2 ∼ sin2 θ exp(±i2φ) ∼ [(x2 − y2) ± ixy]/r2.

(3)

In an isolated octahedral site, the xy and (yz ± izx) orbitals only overlap the neighbouring
O 2pπ orbitals while the [(z2 − x2) + (z2 − y2)] and (x2 − y2) orbitals only overlap the O
2pσ and 2s orbitals. The resonance integrals bca ≡ ( fm, H ′φo) ≈ εmo( fm, φo) describing
the energy of a virtual charge transfer to an empty M = 3d orbital from the same-symmetry
sum of near-neighbour oxygen orbitals φo contain both an overlap integral ( fm , φo) and a
one-electron energy εmo; these integrals are larger for σ -bonding than for π-bonding, which
makes bca

σ > bca
π .

If the Madelung energy of a point-charge ionic model of a crystal places the lowest empty
3d orbital of a degenerate manifold an energy �E p above the O 2p orbitals and �Es above
the O 2s orbitals, the antibonding d-like states may be described in second-order perturbation
theory to give the ligand-field wavefunctions

ψt = Nπ ( ft − λπφπ)

ψe = Nσ ( fe − λσ φσ − λsφs)
(4)

where the symmetry designations t and e distinguish the threefold-degenerate manifold of
π-bonding orbitals. Equation (4) is valid provided the covalent-mixing parameters λσ ≡
bca

σ /�E p or λπ ≡ bca
π /�E p are much smaller than unity. A larger �Es keeps λs � λσ where

equation (4) is applicable. According to second-order perturbation theory, the M–O interaction
raises the antibonding states by an energy

�ε = |bca|2/�E . (5)

A bca
σ > bca

π raises the antibonding e-orbital manifold above the π-orbital manifold by an
energy �c, and this cubic-field splitting is

�c = �εσ − �επ = �M + (λ2
σ − λ2

π )�E p + λ2
s�Es (6)

where �M is a purely electrostatic term of uncertain sign due to the penetration of the O2−-ion
electron cloud by the cation 3d wavefunctions. If �E p for a particular manifold becomes too
small or bca too large, the perturbation expansion breaks down, and an isolated MO6 complex
must be treated in molecular-orbital theory, an array of corner-shared octahedra by band theory.

The cubic-field splitting �c is the same order of magnitude as the intra-atomic exchange
energy �ex , and the d4 − d7 configurations may be either high-spin t3e1, t3e2, t4e2, t5e2 where
�ex > �c or low-spin t4e0, t5e0, t6e0, t6e1 where �c > �ex . The covalent mixing of O 2p
wavefunctions into ψt and ψe lowers the intra-atomic exchange splitting �ex and increases �c.
Therefore, stronger covalent mixing stabilizes low-spin relative to high-spin configurations.

For localized-electron manifolds where ligand-field theory is applicable, successive redox
energies are split by an on-site electrostatic energy U to add an electron to a dn manifold to
make it dn+1. In an octahedral site, the effective energy Ueff must take into account �c and �ex .
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For example, Ueff for n = 3 and 8 is increased by �c if �c < �ex and by �ex if �c > �ex ; for
n = 5 it is increased by �ex if �c < �ex , and for n = 6 by �c if �c > �ex . Moreover, if the
top of the O 2p bands lies in the gap U between successive redox energies in a point-charge
model, the lower redox couple becomes pinned at the top of the O 2p bands and the effective
gap between the pinned redox couple and the upper couple is referred to as a charge-transfer
gap �E p < U .

If the cubic crystalline field leaves an orbital degeneracy as occurs with e1 configurations,
for example, the degeneracy may be removed by a Jahn–Teller distortion of the site to lower
symmetry. These distortions order the occupied orbital. In a solid, cooperative orbital ordering
lowers the symmetry of the crystal, but disordered orbital fluctuations introduce a local crystal-
field splitting of the degeneracy and an important electron coupling to bond-length fluctuations.

3.3. M–O–M interactions

In perovskite-related structures with 3d-block transition-metal atoms M, the dominant
interactions between d-like orbitals centred at neighbouring M atoms are the (180◦ − φ)

M–O–M interactions. The spin-independent resonance integrals describing charge transfer
between M atoms at Ri and R j are

bcac
π ≡ (ψti , H ′ψt j ) ≈ επλ2

π

bcac
σ ≡ (ψei , H ′ψej ) ≈ εσλ2

σ cos φ
(7)

where λπ varies with the acidity of the A cations as well as with the bending angle φ and H ′ is
the perturbation of the potential at R j caused by the presence of an M atom at Ri . The smaller
term εsλ

2
s is omitted from bcac

σ for simplicity.
In the itinerant-electron limit, the on-site energy U is reduced by screening from the other

electrons to a value U � W , and tight-binding band theory for itinerant electrons ignores U
to give a bandwidth

W = Wb ≈ 2zbcac (8)

where z is the number of like nearest neighbours. Moreover, the time for an electron to tunnel
from one atom to another in this limit is τh < ω−1

o , where ω−1
o is the period of the optical-mode

vibration that would trap an electronic charge carrier in a mixed-valent system at a single M
atom; therefore, the charge-carrier mobility is

µ = eτs/m∗ (9)

where τs is the mean time between scattering events and m∗ is the effective mass of the charge
carrier. Introduction of a finite U into the theory enhances m∗ and narrows W .

In the localized-electron limit, a single-valent compound is an insulator with an electron
bandwidth W < U ; a mixed-valent compound has a τh > ω−1

o , which allows the lattice to trap
a charge carrier at a single site as a small dielectric polaron. Small polarons move diffusively
with a mobility

µ = (eDo/kT ) exp(−�Gm/kT ) (10)

where �Gm = �Hm − T�Sm is the motional free energy and the motional enthalpy �Hm

is the activation energy required for a charge carrier to overcome the trapping energy so as to
jump to a neighbouring site.

Where there are localized spins on neighbouring sites, it is necessary to introduce spin-
dependent resonance integrals; with an angle θi j between spins at Ri and R j , these integrals
are

t↑↑
i j = bcac cos(θi j/2) and t↑↓

i j = bcac sin(θi j/2) (11)
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for parallel and antiparallel coupling of near-neighbour spins [61]. Since the spin angular
momentum is conserved in an electron transfer, a real charge transfer in a mixed-valent system
gives a ferromagnetic double-exchange interaction where �Hm < kT allows fast electron
transfer between near neighbours:

�ε↑↑
ex ≈ −czt↑↑

i j = −czbcac cos(θi j/2). (12)

Small-polaron conductors have too slow an electron transfer for the double-exchange reaction
to be applicable; however, where fast electron transfer occurs within a multicentre polaron,
ferromagnetic double exchange couples the spins within the multicentre polaron. Multicentre
polarons may be stabilized at the crossover from localized to itinerant electronic behaviour
of the σ -bonding e electrons, and double exchange is operative in the presence of localized
t3 configurations with spin S = 3/2 as is illustrated by the manganese oxide perovskites
Ln1−x AxMnO3 (A = alkaline earth) exhibiting a colossal negative magnetoresistance [61],
see the discussion of figure 27 in section 4.

In a single-valent compound, virtual charge transfers from one M atom to a near
neighbour give superexchange spin–spin interactions. Interactions between half-filled orbitals
are constrained by the Pauli exclusion principle to be antiferromagnetic; and the virtual charge
transfers are described in second-order perturbation theory as [60, 61]

�s
ex = −|t↑↓

i j |2/Ueff = constant + Ji j Si · Sj (13)

where Ji j ∼ (2b2
i j/4S2Ueff) and bi j = bcac. There is, in addition, a semicovalent exchange

arising from the transfer of two electrons from the same O 2p orbital, one to the M atom on
one side and the other to the M atom on the other side. Since the two electrons in the O 2p
orbital are spin paired, this interaction is antiferromagnetic where the receptor orbitals on the
two neighbouring atoms having localized spins are both half filled or both empty. Thus the
sign of the superexchange and semicovalent-exchange interactions are the same [63]. Since
the O 2p electrons are itinerant, the cost to transfer two electrons is 2�E p [64] and addition
of the semicovalent component changes the Ji j of equation (13) to

Ji j ∼ (2b2
i j/4S2)[U−1

eff + (2�E p)
−1] (14)

where only the semicovalent exchange is operative if the receptor orbitals are both empty.
Moreover, where a localized-electron redox couple becomes pinned at the top of the O 2p band,
which corresponds to the charge-transfer-gap situation of the Zaanen–Sawatzky–Allen [65]
treatment, the charge-transfer gap is � = �E p < Ueff and the semicovalent exchange
component may be dominant. In this case a W > �E p is sufficient to introduce itinerant
electrons that screen the on-site energy U , making W > U , and the 3d electrons occupy
a narrow itinerant-electron antibonding band pinned at the top of the O 2p bands. This
situation is encountered in the p-type copper oxide superconductors. Figure 12 illustrates
the change in �σ = �E p for YCrO3, LaMnO3 and CaMnO3, the change in the measured
energy gap [66], and a schematic representation of the superexchange versus semicovalent
virtual charge transfers [67].

Superexchange and semicovalent spin–spin exchange interactions between a half-filled
and an empty orbital on a cation with a localized spin are ferromagnetic and are treated in
third-order perturbation theory since electron transfer to an empty orbital is not constrained by
the Pauli exclusion principle; transfer to the empty orbital of a spin parallel to a localized spin
on the receptor cation is stabilized by the intra-atomic exchange energy �ex [60]. In the case
of e1–O–e1 interactions between high-spin Mn3+:t3e1 ions, for example, the t3 configurations
give a localized spin S = 3/2 and orbital order of the e electrons introduces 2D ferromagnetic
e1–O–e0 interactions in the (001) planes of LaMnO3 and antiferromagnetic t3e0–O − t3e0
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(a)

(b)

(c)

Figure 12. (a) Schematic energy diagrams for YCrO3, LaMnO3 and CaMnO3. (b) The charge-
transfer gap � = �E p measured by optical spectra, from [66]. (c) Virtual electron transfers for
180◦ t3e0–O–t3e0 interactions in Anderson superexchange and semicovalent exchange.

interactions between planes [68], but orbital fluctuations give rise to a vibronic (quasistatic)
3D ferromagnetic superexchange interaction [69, 70].

Conventional theory for single-valent compounds is based on the assumption that the
transition from localized to itinerant electronic behaviour is smooth with the progressive
opening of an energy gap U between successive redox energies as the bandwidth W narrows
from W > U to W < U ; the insulator–metal transition at W ≈ U , illustrated in figure 13
for a half-filled band, is known as the Mott–Hubbard transition. However, this theory neglects
electron–lattice interactions. Brinkman and Rice [71], for example, have predicted that as the
Mott–Hubbard transition is approached from the itinerant-electron side, the electron effective
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Figure 13. Schematic evolution with resonance integral bcac of the one-electron energies
in the Mott–Hubbard single-phase description for a half-filled band and the associated
phase diagram for a smooth transition at b = bg . Note: SC = semiconductor, TCS =
superconductive critical temperature.

mass me−e
∗ due to on-site electron–electron interactions increases from the bare-electron mass

mb
∗ as

me−e
∗/mb

∗ = [1 − (U/Uc)
2]−1 (15)

where Uc is the value of U at the Mott–Hubbard transition. However, this mass-enhancement
expression becomes infinite at U = Uc, and nature avoids infinities. It does so by undergoing
a first-order transition from the itinerant-electron regime to the localized-electron (or strongly
correlated itinerant-electron) regime with localized spins [72–74]. The basis for a first-order
transition between the two regimes is most easily argued from the virial theorem of mechanics.

According to the virial theorem for a system of particles of mean kinetic energy 〈T 〉 and
potential energy 〈V 〉 in central-force fields,

2〈T 〉 + 〈V 〉 = 0. (16)

Electrons in a solid are bound, which makes 〈V 〉 < 0. Since the volume occupied by an
electron increases discontinuously on going from the localized to the itinerant electronic
regime, 〈T 〉 decreases discontinuously and therefore, from equation (16), |〈V 〉| must also
decrease discontinuously. A discontinuous decrease in |〈V 〉| for antibonding electrons in an
oxide is accomplished by a discontinuous decrease in the equilibrium M–O bond length, which
results in a first-order transition with

(M–O)localized > (M–O)itinerant. (17)

This deduction has several experimentally testable consequences.
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(1) Conventional phase segregation into a structure containing itinerant electrons and a
structure with localized electrons may prevent investigation of the evolution of physical
properties with changing bandwidth at the crossover.

(2) Where phase segregation would occur at too low a temperature for atomic diffusion,
locally cooperative bond-length fluctuations may segregate mobile, itinerant-electron
clusters within a localized-electron matrix or mobile localized-electron clusters in an
itinerant-electron matrix. The former have been called correlation bags [75], the
latter strong-correlation fluctuations [74]. Alternatively, the two phases may coexist
in nearly equal proportions to give rise to locally cooperative bond-length fluctuations;
this situation corresponds to QCP behaviour. The bond-length fluctuation may order
at lower temperatures into a static CDW, e.g. a disproportionation of 2 Fe(IV) into
Fe(V)O6 σ -bonding molecular-orbital clusters and localized Fe(III) configurations in
CaFeO3 [76], or they may stay disordered to lowest temperature, e.g. at crossover in
the system Ln0.5A0.5MnO3 (Ln = lanthanide, A = alkaline earth) [77]. In the copper
oxide superconductors, the bond-length fluctuations may order into stripes of itinerant
electrons alternating with stripes of localized spins, which corresponds to a CDW, or they
may transform stripes containing bosonic clusters into heavy quasiparticles that open a
superconductive gap at the Fermi surface.

(3) The coexistence of two fluctuating phases changes the bandwidth from the tight-binding
Wb narrowed by mass enhancement to a narrower vibronic band [78]

W = Wb exp(−λεsc/h̄ωo) (18)

where εsc is the stabilization of a strong-correlation fluctuation or, in a mixed-valent
compound, an electron-rich localized-electron phase relative to a hole-rich itinerant-
electron phase; λ ∼ εsc/Wb is a measure of the strength of the electron–lattice coupling.
Since ωo = ωo(φ) changes with the bending of the (180◦ − φ) M–O–M bond angle, W
varies more sensitively with φ than Wb ≈ 2zεσλ2

σ cos φ from equations (7) and (8), for
example.

(4) A double-well potential at crossover makes the (M–O) bond exceptionally compressible,
and the pressure dependence of the tolerance factor becomes dt/dP > 0 rather than the
normal dt/dP < 0 associated with a more compressible (A–O) bond.

(5) Bond-length fluctuations suppress the phonon contribution to the thermal conductivity.
(6) In the case of two-phase fluctuations, but not of a QCP phase, PES spectra would reveal

the coexistence of two types of electron from the same atomic 3d manifold, one occupying
a lower Hubbard band (W < U in figure 13) and the other a coherent itinerant-electron
band with a normal dispersion of the one-electron energies εk . Moreover, spectral weight
would be transferred from the coherent band to the lower Hubbard band on narrowing the
bandwidth W . The transfer of spectral weight would open a pseudogap in the density of
states that changes progressively to a real energy gap as the band narrows to where only
the localized-electron phase remains.

(7) Strong electron–lattice interactions would introduce a vibronic charge-carrier mobility

µ ≈ eDo/kT (19)

at higher temperatures resulting in bad-metal behaviour with a linear increase with
temperature of the resistivity to high temperatures.

(8) Pressure would stabilize the itinerant-electron phase relative to the localized-electron
phase.

(9) In the absence of localized spins in another manifold, the magnetic susceptibility for two-
phase fluctuations would evolve from Curie–Weiss paramagnetism to Pauli paramagnetism
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with increasing W by a progressive increase of the volume fraction of the Pauli
paramagnetic phase.

4. Crossover from localized to itinerant electronic behaviour in some perovskites

4.1. The system Ca1−x Srx V O3

The single-valent d1 system Ca1−x Srx VO3 illustrates the introduction of strong-correlation
fluctuations on the approach to the crossover from localized to itinerant electronic behaviour
from the itinerant-electron side. In this system, the bandwidth is increasing with increasing
x . The system is metallic without long-range magnetic order for all x , but CaVO3 becomes
antiferromagnetic if the oxygen stoichiometry is not maintained. Figure 14 shows PES data
from Inoue et al [73] for the 3d electrons of this system. Whereas a band calculation for
the V4+:3d1 electrons of the VO3 array (top of the figure) shows an antibonding π∗ band of
t-orbital parentage (Wπ ≈ επλ2

π ) that is one-sixth filled, the PES spectra show the coexistence
of two types of 3d electron and a progressive transfer of spectral weight with increasing x
from a lower Hubbard band to a partially filled band of coherent electron states having a well
defined Fermi energy. These data provide direct evidence for the coexistence of two electronic
phases in a system that appears to be single phase to a diffraction experiment. The electrons
in the lower Hubbard band can be identified as belonging to strong correlation fluctuations
in a percolating itinerant-electron matrix, the volume fraction of strongly correlated electrons
increasing progressively as the bandwidth decreases on the approach to long-range magnetic
order in CaVO3 [74]. Consistent with this interpretation was the observation that pressure,
by stabilizing the itinerant-electron phase at the expense of the volume fraction of strong-
correlation fluctuations, anomalously increases both the room-temperature thermoelectric
power α(296 K) and the low-temperature phonon-drag component, whereas the α(T ) data
for Pt showed the expected decrease in α(296 K) and no change in the low-temperature
phonon-drag component [74]. This observation provides, therefore, an indirect signature of
the existence of strong-correlation fluctuations in an itinerant electron matrix of a metallic
phase exhibiting no long-range magnetic order.

4.2. The system La1−x Ndx CuO3

LaCuO3 is a metallic perovskite that is prepared under high oxygen pressure. In a point-charge
ionic model, the Madelung energy is not large enough to lift the Cu(III):t6e2 level above the
O2−:2p6 level, so the antibonding σ ∗ band states of e-orbital parentage are pinned at the top
of the O 2p bands with a dominant O 2p character. This σ ∗ band is half filled. Attempts
to narrow the bandwidth sufficiently to induce stabilization of an antiferromagnetic phase
in La1−x Ndx CuO3 were unsuccessful; it was not possible to obtain the perovskite phase for
x > 0.6. However, the pressure dependence of the thermoelectric power α(T ) showed the
signature of strong-correlation fluctuations even in the parent LaCuO3 compound, and the
paramagnetic susceptibility of the CuO3 array (after subtraction of the Na3+-ion contribution)
showed an increase with x , figure 15, in the volume fraction of a phase with Curie–Weiss
behaviour coexisting with a Pauli paramagnetic phase [79].

4.3. LaMnO3

The compound LaMnO3 contains high-spin Mn(III):t3e1 electrons; the localized-electron
e1 configuration has a twofold orbital degeneracy that is removed by a local Jahn–Teller
distortion of the octahedral site from cubic to tetragonal or orthorhombic symmetry. The t3
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Figure 14. Top: density of one-electron states of CaVO3 and SrVO3 calculated by the APW method.
Bottom: measured photoemission spectra ρex pt (ω) of Ca1−x Srx VO3 taken with hυ = 50 eV,
after [73].

Figure 15. Temperature dependence of molar magnetic susceptibility χ(T ) and its inverse, χ−1(T ),
for the CuO3 array of La1−x Ndx CuO3, after [79].

configuration remains localized with a spin S = 3/2 whereas there is a transition from localized
to itinerant behaviour of the e electrons in La1−x Srx MnO3 in the range 0.08 � x � 0.20 below
the magnetic-ordering temperature [80]. In the parent compound LaMnO3, the localized e1

configuration approaches the transition to itinerant-electron behaviour from the localized-
electron side.
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Figure 16. Resistivity ρ(T ) and thermoelectric power α(T ) taken on cycling a virgin single crystal
of LaMnO3 from room temperature to 1020 K measured in a vacuum of 10−3 Torr, after [82].

Figure 16 shows the resistivity ρ(T ) and thermoelectric power α(T ) of a single crystal
of LaMnO3 as measured in a vacuum of 10−3 Torr [81]. An irreversible change in the room-
temperature α(300 K) from −600 to about +550 µV K−1 on thermal cycling to 1020 K
reflects a small-polaron conduction. Initially, the crystal contains a small fraction c = 0.0009
of Mn(II) ions; but on heating above 500 K, it becomes oxidized to a similarly small fraction
of Mn(IV) ions on the MnO3 array. The ρ(T ) and α(T ) curves were reversible after the first
cycle. The second significant feature of figure 16 is a sharp drop in both α(T ) and ρ(T )

on heating to above an orbital order–disorder transition at TJ T . Below TJ T , the twofold-
degenerate e1 configurations order into the (001) planes as a result of a cooperative Jahn–
Teller distortion of the local octahedral sites that give dominant ferromagnetic e1 · · · O–e0

interactions within (001) planes and antiferromagnetic t3e0–O–t3e0 interactions between (001)
planes. However, above TJ T where the occupied e orbitals fluctuate, breathing-mode oxygen
displacements also occur at individual MnO6/2 sites; these breathing-mode displacements
induce a disproportionation 2 Mn(III) = Mn(II) + Mn(IV) that generates mobile negative
and positive electronic charge carriers in equal proportion, which is why both ρ(T ) and
α(T ) decrease. The data further suggest that short-range bond-length fluctuations with some
disproportionation set in within an orbitally ordered matrix in the range T ∗ ≈ 600 K < T <

TJ T .
Tobe et al [83] have reported the optical conductivity for a detwinned LaMnO3 crystal at

several temperatures, figure 17. The data show a reduction of the energy gap with increasing
temperature and its disappearance above the orbital-ordering temperature Too = TJ T .
Significantly, above TJ T where LaMnO3 is conductive, there is no Drude component in the
optical conductivity; LaMnO3 becomes a vibronic conductor with τh ≈ ω−1

o , not an itinerant-
electron metal with τh < ω−1

o , at temperatures T > TJ T where closing of the energy gap at
the Fermi energy allows partial, fluctuating disproportionation of 2 Mn(III) into Mn(II) and
Mn(IV). Opening of the energy gap between the Mn(IV)/Mn(III) and Mn(III)/Mn(II) redox
couples is, in this case, accomplished by ordering of occupied, localized e1 orbitals below TJ T ;
at T > TJ T , the electronic charge carriers remain sufficiently localized that they couple strongly
to locally cooperative oxygen vibrations that deform the MnO6/2 octahedra. This situation is to
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Figure 17. Optical conductivity spectra for E ‖ ab (solid curves) and E ‖ c (dashed curves) of a
detwinned LaMnO3 crystal at representative temperatures: (a) 10 K < TN , (b) TN < 300 K < T ∗,
(c) T ∗ < 700 K < TT J and (d) 800 K > TJ T . Note: Too = TJ T , after [83].

be contrasted with that of isoelectronic CaFeO3 where a gap in the σ ∗ conduction band is opened
up by stabilization of an ordered disproportionation reaction [76] 2 Fe(IV) = Fe(V) + Fe(III)
in which the empty e orbitals of an Fe(V)O6 cluster form molecular orbitals and the e2 electrons
of the Fe(III) ions are localized; the ordered arrangement of alternating Fe(V)O6 clusters
and Fe(III) ions creates a ‘negative-U ’ CDW. Fluctuations between the right-and left-hand
sides of the disproportionation reaction provide an order parameter that reflects an increase in
stabilization of the ordered disproportionation as the temperature is lowered.

Given this evidence that LaMnO3 approaches a transition from localized to itinerant
electronic behaviour, it became of interest to probe how the Néel temperature varies with
pressure. Chemical pressure can be exerted by substituting a smaller lanthanide for La
in LnMnO3, but this approach changes primarily the (180◦ − φ) Mn–O–Mn bond angle.
Hydrostatic pressure, on the other hand, changes the equilibrium (Mn–O) bond length.
Bloch [84] had studied the variation of the Néel temperature TN with volume V for numerous
antiferromagnetic insulators and had found the general relationship

αB ≡ d log TN /d log V = −3.3 ± 0.4. (20)

This relationship, known as Bloch’s rule, applies in the localized-electron limit where the
interatomic spin–spin interaction is described by superexchange plus semicovalent-exchange
perturbation theory with TN ∼ ∑′

i j Ji j from equation (14), for example. Theoretical
justification of this rule came from calculation of bca ∼ r−n , which gave n = 2.5–3.0 for
an (M–O) bond length r [85, 86]. If Ueff and �E p of equation (14) are pressure-independent,
it follows that TN ∼ r−10 ∼ V −3.3. Furthermore, if the compressibility K ≡ −V −1∂V/∂ P
remains constant, the pressure dependence of TN should conform to Bloch’s rule. Therefore,
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Figure 18. Pressure dependence of the Néel temperature of LaMnO3, YCrO3 and CaMnO3,
after [87].

any deviation from Bloch’s rule would be an indication that Ueff and/or �E p are decreasing
with increasing pressure. Since we may write

αB = K −1T −1
N (dTN/dP) (21)

αB is obtained experimentally by measuring TN versus P and the compressibility K .
Figure 18 compares TN (P) for LaMnO3, CaMnO3 and YCrO3, all of which have comparable
compressibilities [87]. An αB = −5.3 for LaMnO3 above 7 kbar is to be compared with
an αB = −3.8 and −3.0, respectively, for CaMnO3 and YCrO3. Moreover, a non-linear
increase of TN with P below 7 kbar is terminated by a two-phase region; not only is the
variation of TN with P anomalously high, it is also not monotonic. Thus the approach to
the localized to itinerant electronic transition from the localized-electron side also provides
evidence for a first-order phase transition in a single-valent perovskite with [U−1

eff + �E−1
p ]

increasing discontinuously as the gap between successive redox couples narrows.

4.4. The RNi O3 family (R = Y or lanthanide)

An early neutron-diffraction study of LaNiO3 failed to find any magnetic order in LaNiO3 [88].
This observation was clarified in 1965 [89] when it was demonstrated that LaNiO3 is metallic
with Ni(III) in the low-spin state t6σ∗1 as a result of strong Ni:e–O:2p covalent bonding. The
Madelung energy is not large enough to raise the Ni(III)/Ni(II) couple above the top of the
O2−:2p6 level in a point-charge model, which pins the antibonding states of the redox couple
at the top of the O 2p bands with a dominant O 2p character. In the Zaanen–Sawatzky–Allen
scheme [65], LaNiO3 is classified as a charge-transfer-gap material with �E p ≈ 1 eV < Ueff

and a σ ∗ band of e-orbital parentage having a bandwidth Wσ > �E p. A systematic study
of other members of the RNiO3 family was prevented at that time by an inability to prepare
samples at atmospheric pressure. In 1991, Lacorre et al [90] succeeded in preparing under
modest oxygen pressures (150–200 bar) sintered pellets of the RNiO3 family from LaNiO3 to
EuNiO3 that were convenient for transport measurements, and the phase diagram of figure 19
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Figure 19. Insulator–metal-antiferromagnetic phase diagram for RNiO3 as a function of the
tolerance factor and (equivalently) of the ionic radius of the rare-earth ion R, after [91].

was reported soon after [91]. With decreasing ionic radius of the rare-earth ion R3+, the
equilibrium Ni–O bond length remains essentially constant, but the (180◦ − φ) Ni–O–Ni
bond angle decreases with decreasing tolerance factor t , which narrows the σ ∗ band. The
Ni–O bond length increases discontinuously by about 0.2% on cooling through the insulator–
metal transition [92], which is consistent with more localized electrons in the insulator phase in
accordance with equation (17). Not shown in figure 19 is a transition from orthorhombic Pbnm
to rhombohedral R3c symmetry at a temperature TO R between PrNiO3 and LaNiO3 [93].

The reported magnetic order below TN is unusual [94, 95]; ferromagnetic (111) Ni
layers are alternately coupled ferromagnetically and antiferromagnetically on traversing a
pseudocubic [111] axis. However, this solution of the neutron data is not unique. Like the
Mn(III):t3e1 and Fe(IV):t3e1 configurations, low-spin Ni(III):t6e1 also has a twofold e-orbital
degeneracy that may be removed either by a local Jahn–Teller distortion of the octahedral site
from cubic to tetragonal or orthorhombic symmetry as in LaMnO3 or by a disproportionation
reaction as in CaFeO3. Alonso et al [96–98] have reported a distortion from orthorhombic to
monoclinic P21/n symmetry in YNiO3 and the RNiO3 compounds containing the heavier rare-
earth ions. The monoclinic P21/n structure contains two interpenetrating face-centred-cubic
arrays of Ni sites distinguishable by different mean 〈Ni–O〉 bond lengths. A disproportionation
of two low-spin Ni(III):t6e1 ions into diamagnetic Ni(IV)O6 clusters and localized Ni(II):t6e2

configurations would give antiferromagnetic coupling between the Ni(II) spins across the
clusters, a magnetic-order solution that is also compatible with the neutron data. Moreover,
TEM, Raman scattering and x-ray absorption spectroscopy have shown that the P21/n
symmetry in the antiferromagnetic temperature range extends to NdNiO3, but with a reduced
discrimination between the two types of Ni site [99, 100]. Nevertheless, Rodriguez-Carvajal
et al [95] have proposed two different Jahn–Teller distortions at the two distinguishable Ni
sites that is claimed to account for the unusual magnetic order originally deduced from the
neutron data. In either case, the interacting spins would be localized, and Medarde [93] has
noted that samples with TN < Tt exhibit TN ∼ cos2 φ, a relation signalling localized-electron
superexchange interactions according to equations (7), (11) and (13) since TN ∼ ∑′

i j Ji j .
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This observation places localized spins on SmNiO3 whereas metallic LaNiO3 has itinerant
electrons occupying a σ ∗ band of e-orbital parentage. Only a small change in tolerance factor,
from t ≈ 0.968 to 0.980, separates SmNiO3 and the composition where the metal–insulator
transition temperature Tt falls to zero. Therefore, this RNiO3 family offers a rare opportunity to
study the evolution of physical properties across the localized-to itinerant-electronic transition
in a single-valent NiO3 matrix containing one active 3d electron per Ni atom.

Although single crystals were not available, a technique to cold-press the polycrystalline
sample yielded conductivities comparable to those obtained with single crystals [101].
Measurement of TN versus P and compressibility gave a Bloch coefficient αB ≈ −5.5, similar
to that found for LaMnO3 in the region P > 7 kbar. In addition, a two-phase region was
found in the pressure range 15 kbar < P < 20 kbar, showing that, in this case also, the
approach to crossover from the localized-electron side is not monotonic; a first-order phase
change introduces a two-phase region.

Figure 20 shows the pressure dependence of the resistivity ρ(T ) and thermoelectric power
α(T ) for four samples having tolerance factors in the crossover region [102]. The following
features are noteworthy.

(1) Both the magnitude of α (296 K) and the low-temperature phonon-drag component of α(T)

of LaNiO3 increase with pressure. This feature proved to be a signature of the presence of
strong-correlation fluctuations in CaVO3, and its presence in the system La1−x Ndx CuO3

allows a description of the evolution from Pauli to Curie–Weiss paramagnetism as the
growth with x of the volume fraction of strong-correlation fluctuations. It is, therefore, to
be anticipated that LaNiO3, which approaches crossover from the itinerant-electron side,
may also contain strong-correlation fluctuations.

(2) A dTt/dP < 0 demonstrates an anomalous dt/dP > 0, which is characteristic of a double-
well potential for the equilibrium (Ni–O) bond length; this feature is also consistent with
the coexistence of two fluctuating electronic phases in samples that are single phase to a
diffraction experiment.

(3) The resistivity at 15 K of PrNiO3 drops progressively with increasing pressure by nearly
six orders of magnitude over the range 0 < P < 14 kbar while Tt drops linearly from 145
to only 75 K. The return to metallic conductivity in the presence of a finite insulator–metal
transition temperature Tt can be understood as an increase with pressure of the volume
fraction of the metallic phase to beyond percolation in the presence of a percolating
antiferromagnetic-insulator phase of larger volume. The NdNiO3 and Sm0.5Nd0.5NiO3

samples show the same trend, but with a volume fraction of the metallic phase that remains
too small to reach percolation in pressures P < 16 kbar.

(4) The decrease with pressure in the magnitude of the jump in |α(T )| on cooling through Tt

also reflects a decrease in the volume fraction of the antiferromagnetic-insulator phase.

Figure 21 shows the evolution at ambient pressure of the magnetic susceptibility of the
NiO3 array, obtained by subtraction of the rare-earth contribution, for the four samples of
figure 20 [103]; the data are compared with the ρ(T ) curves in order to locate Tt . Three
features are noteworthy.

(1) The χ−1(T ) curve for Nd0.5Sm0.5NiO3, figure 21(d), shows no anomaly at Tt as defined by
ρ(T ). This observation demonstrates that the insulator–metal transition is not stabilized
by either Fermi-surface nesting or the onset of a homogeneous Mott–Hubbard transition.
However, it can be understood as an order–disorder transition of preexisting strong-
correlation fluctuations in the metallic phase.
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Figure 20. Resistivity ρ(T ) and thermoelectric power α(T ) under different hydrostatic pressures
for (a) LaNiO3, (b) PrNiO3, (c) NdNiO3 and (d) Sm0.5Nd0.5NiO3, after [102].

(2) Mott [104] predicted that flattening out of the one-electron εk versus k dispersion at the
Fermi energy of a mass-enhanced metallic system would give a Pauli paramagnetism
having a temperature dependence below a temperature Td , but he was unable to find a
suitable experimental example to test his prediction. Qualitatively, the χ(T ) data for
LaNiO3 in figure 21(a) appears to fit the Mott prediction for a homogeneous electronic
system. However, a weak temperature dependence persisting above the apparent Td ≈
200 K does not conform to the Mott picture. On the other hand, this χ(T ) curve can be
described by a model containing two electronic phases in which

χ = χp + χcw (22)

where χp is the susceptibility of a mass-enhanced, conductive FL phase with a Td ≈ 200 K
and χcw is a Curie–Weiss component from strong-correlation fluctuations.

(3) The χ−1(T ) curves of figures 21(b) and (c) for PrNiO3 and NdNiO3 show only a small
anomaly at TN = Tt in a field of 10 Oe. The Curie–Weiss component χcw above TN

increases with decreasing size of the R3+ ion and therefore with decreasing bandwidth
W . The behaviour of χ(T ) below TN is not characteristic of a localized-electron
antiferromagnet. The continuous increase of χ(T ) with decreasing temperature below TN

is not attributable to spin canting since there is no difference between the χ(T ) for field-
cooled and zero-field-cooled samples. However, a metallic, non-percolating minority
phase persisting below Tt = TN would give a Mott temperature-dependent χp below
Td ≈ 200 K.

Figure 22 shows the thermal conductivity κ(T ) for cold-pressed RNiO3 samples with
R = La, Pr, Nd, Sm, Eu and Gd [100]. The electronic contribution κe(T ) of the metallic
phases was calculated from the measured resistivities ρ(T ) and the Wiedemann–Franz law.
Whereas a significant phonon contribution is apparent in GdNiO3, EuNiO3 and SmNiO3 below
TN on the localized-electron side and in LaNiO3 on the itinerant-electron side of the crossover
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(a) (b)

(c) (d)

Figure 21. Temperature dependence of resistivity ρ(T ), magnetic susceptibility χ(T ) and its
inverseχ−1(T ) for the NiO3 array of (a) LaNiO3 , (b) PrNiO3, (c) NdNiO3 and (d) Sm0.5Nd0.5NiO3.
The straight line in (d) is a linear fit to χ−1(T ) above TN , after [103].

from localized to itinerant electronic behaviour, the phonons are dramatically suppressed in
the crossover region. Figure 23 compares κ(T ) for PrNiO3 with that for Fe3O4 where, below
the Verwey transition Tv, a phonon contribution is introduced rather than further suppressed
as in PrNiO3 below Tt . Suppression of the phonon component of κ(T ) in the crossover
region reflects bond-length fluctuations associated with the coexistence of two fluctuating
phases. Figure 23 also shows a suppression of κ(T ) above TN in the insulators SmNiO3 and
EuNiO3. The suppression of κ(T ) in the paramagnetic temperature range is due to spin–lattice
interactions resulting primarily from the semicovalent-exchange component of the magnetic
interactions [67].

Massa et al [105] and Mroginski et al [106] have reported evidence from reflectivity,
transmission and photo-induced infrared spectra of strong electron coupling to Ni–O
vibrational modes in the crossover RNiO3 samples. A direct indication that Tt depends
sensitively on the oxygen vibrational modes comes from the observation by Medarde et al
[107] of a 10 ◦C increase in Tt on substitution of 18O for 16O, figure 24.

The phase diagram of the RNiO3 family shown in figure 25 updates that of figure 19.
The shaded area is the crossover region where the localized-electron and itinerant-electron
phases coexist and compete on a nearly equal basis. The oxygen isotope coefficient
αo ≡ d log Tt/d log Mo (Mo is the oxygen mass) increases and the lattice contribution to κ(T )

decreases as the tolerance factor t increases across a narrow transitional range �t ≈ 0.02. Such
a dramatic change in electronic properties with only a small change in the (180◦ − φ) bending
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Figure 22. (a) Temperature dependence of the thermal conductivity in several cold-pressed LnNiO3
samples (the Ln is labelled on each curve). (b) The upper-bound electronic contribution to the
thermal conductivity in cold-pressed LnNiO3 (Ln = La, Pr and Nd) calculated from ρ(T ) via the
Wiedemann–Franz law, after [101].

angle forces consideration of the proper description of the dependence of the bandwidth W on φ.
Given the evidence for two-phase fluctuations associated with a strong electron coupling

to oxygen vibrations, equation (18) provides a plausible expression for the bandwidth provided
Wb includes narrowing due to a mass enhancement arising from the on-site Coulomb energy
U . A W = Wb exp(−λεsc/h̄ωo) includes an oxygen-vibration frequency ωo that decreases
with the bending angle φ. Since it appears in an exponential term, the bandwidth W becomes
sensitive to φ and therefore to the tolerance factor.

In order to distinguish between a W = Wb and a W = Wb exp(−λεsc/h̄ωo), comparison
was made between two samples of different composition each having the same value of Tt , one
under pressure and the other at ambient [108]. Under pressure, the locally cooperative oxygen
vibrations of frequency ωo would increase with the reduction of the (Ni–O) bond length as well
as with the reduction of the bending angle φ; Wb would also increase with an increase in the
covalent-mixing parameter λσ , equations (7) and (8), as the mean (Ni–O) bond length and φ

decrease. If the bandwidth were W = Wb, pressure would increase only t and samples with the
same Tt would have similar properties. However, if W = Wb exp(−λεsc/h̄ωo), then stiffening
of ωo in the exponential would not only increase W more dramatically than the broadening of
Wb, it would also influence other properties to give the two different compounds with the same
Tt quite different properties even though Tt occurs at the same critical bandwidth Wc in each.
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Figure 23. Temperature dependence of the thermal conductivity of single-crystal Fe3O4 together
with that of cold-pressed PrNiO3 and the inverse thermal conductivity of cold-pressed SmNiO3
and EuNiO3. The Verwey transition temperature TV is shown on the Fe3O4 curve, after [101].

Figure 24. Unit-cell volume and Ni magnetic moment versus temperature for PrNiO3 samples
containing 18O and 16O, after [107].

Figure 26 compares the resistivity ρ(T ) and the thermoelectric power α(T ) for three pairs
of compounds, each pair with the same value of Tt [101]. Like LaNiO3, PrNiO3 at 14.9 kbar
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Figure 25. Phase diagram of the RNiO3 family. The triangles symbolize the oxygen isotope
coefficient αo , the diamonds represent the lattice contribution to the thermal conductivity at 100 K,
the circles are from figure 19 and TO R is from [93], after [101].

remains metallic to lowest temperatures; however, there was no indication of an orthorhombic–
rhombohedral transition below 15 kbar in PrNiO3 and its ρ(T ) was significantly lower than that
of LaNiO3, figure 26(a), despite evidence from α(T ) of a smaller density of charge carriers.
Moreover, the transport properties of PrNiO3 at ambient are quite different from those of
NdNiO3 under 13.2 kbar, figure 26(b). More striking is the difference between NdNiO3

at ambient and Sm0.5Nd0.5NiO3 under 15.7 kbar with the same value of Tt , figure 26(c).
According to the phase diagram of figure 19, or as amended in figure 25, the interval
TN < T < Tt in Sm0.5Nd0.5NiO3 should vanish under a pressure that lowers Tt to that of
NdNiO3 if pressure only changes the tolerance factor t . Comparison of the α(T ) curve at
ambient in figure 20(d) with χ−1(T ) in figure 21(d) shows an increase in α(T ) on cooling
through Tt > TN that reaches a maximum value at TN whereas cooling through a Tt = TN

in NdNiO3 gives a decrease in α(T ). The sign of the change in α(T ) on cooling through
Tt of Sm0.5Nd0.5NiO3 under 15.7 kbar remains opposite to that of NdNiO3, and the interval
TN < T < Tt as deduced from the maximum in α(T ) does not change. This observation
signals a dTN/dP < 0 in contrast to the greater than normal dTN/dP > 0 found for SmNiO3.
A change from dTN/dP > 0 for localized spins coupled by superexchange interactions to a
dTN/dP < 0 for itinerant-electron antiferromagnets was predicted some years ago [108], and
an early pressure experiment [109] on CaCrO3 appeared to confirm that prediction.

In conclusion, the data of figure 26 show that pressure not only changes the tolerance
factor t with dt/dP > 0 characteristic of a double-well potential for the equilibrium (Ni–O)
bond length; it also changes the physical properties in a manner that favours a bandwidth
W = Wb(−λεsc/h̄ωo) over a W = Wb.

4.5. The mixed-valent manganese oxide perovskites

Thus far, the evidence cited for two-phase fluctuations at the crossover from localized-
to itinerant-electronic behaviour has been restricted to single-valent compounds. In a p-
type mixed-valent compound, the itinerant-electron phase would be electron poor and the
localized-electron phase electron rich. This conclusion follows from the smaller magnitude
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Figure 26. Comparisons of ρ(T ) and α(T ) for two compounds with the same value of Tt , one at
atmospheric pressure and the other under hydrostatic pressure, after [102].

Figure 27. Phase diagram for La1−x Srx MnO3 in the crossover range 0 < x < 0.2, after [80, 112].

|〈V 〉| of the mean potential energy of the itinerant electrons as deduced from the virial
theorem. In the Ln1−x AxMnO3 (Ln = lanthanide, A = alkaline earth) manganese oxides with
perovskite structure, for example, the itinerant-electron (or vibronic) clusters in a localized-
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electron matrix are Mn(IV) rich and ferromagnetic; the Mn(III)-rich matrix is orbitally
ordered O′-orthorhombic and therefore antiferromagnetic like the parent LaMnO3 compound.
Where the Tc of the orbitally disordered ferromagnetic phases is higher than the TN of the
matrix, an external magnetic field stabilizes the conductive ferromagnetic phase relative to
the orbitally ordered, paramagnetic insulator matrix to give the colossal magnetoresistance
(CMR) phenomenon where the ferromagnetic phase grows to beyond percolation within
the paramagnetic matrix [110]. On cooling through the magnetic-ordering temperature,
the internal Weiss molecular field grows the ferromagnetic phase to beyond percolation
to give a ferromagnetic Curie temperature for a percolating, orbitally disordered vibronic
phase containing an antiferromagnetic, orbitally ordered minority phase that may also become
ferromagnetic and orbitally disordered, particularly in higher applied magnetic fields.

The phase diagram of figure 27 shows the crossover from a canted-spin antiferromagnetic
insulator (CAFI) matrix to a ferromagnetic, metallic (FM) phase in the interval 0.08 < x < 0.2
of La1−x Srx MnO3. A narrow, ferromagnetic vibronic (FV) phase in the temperature range
Too < T < Tc separates a paramagnetic (PM) matrix exhibiting the CMR phenomenon from a
ferromagnetic-insulator (FI) phase. The PM matrix contains both ferromagnetic clusters and
two-manganese polarons in an orbitally ordered O′-orthorhombic matrix; the two-manganese
polarons condense progressively into the ferromagnetic clusters with decreasing temperature.
The FI phase appears to have an orbital ordering that confines the itinerant electrons to c-axis
1D columns supporting a CDW [111]. At x = 0.15, there is a first-order transition from
the FV compositions containing ferromagnetic vibronic superexchange and double-exchange
interactions to a global FM phase [112].

4.6. Conclusion

In conclusion, the first-order character of the transition from localized to itinerant electronic
behaviour has been demonstrated to be a general phenomenon that applies to mixed-valent
as well as single-valent systems. In mixed-valent systems such as the copper oxides
exhibiting high-temperature superconductivity, a first-order transition that gives rise to phase
segregation at too low a temperature for atomic diffusion can, in perovskite-related structures,
be accommodated by locally cooperative oxygen-atom displacements; these displacements can
give either a spinodal phase segregation that supports two-phase fluctuations or QCP behaviour.
A minority itinerant-electron phase in a localized-electron matrix exists, in a mixed-valent
system, as a hole-rich itinerant-electron bag (cluster), i.e. as a multicentre polaron; where
the volume fractions of the two phases compete equally with one another, the bond-length
fluctuations are characteristic of those above a critical point and they give vibronic conduction.
The QCP phase may represent a distinguishable thermodynamic state intermediate between a
localized-electron phase and a FL phase. Ordering of the bond-length fluctuations may result
in a static CDW; orbital ordering may confine itinerant electrons to a plane or an axis as in
the manganese oxide perovskites. Given this picture of the character of the transition from
localized-to itinerant-electronic behaviour in perovskite-related structures, we now apply it to
an interpretation of the physical properties of the copper oxide superconductors.

5. Bond-length fluctuations in the copper oxide superconductors

5.1. Antibonding x2–y2 electrons

The structural architecture of the copper oxides removes the (3z2−r2) and (x2−y2) degeneracy
of the antibonding d-like states at the Cu atoms. In the parent compounds, the Cu(III) ions
have filled (3z2 − r2) orbitals and half-filled (x2 − y2) orbitals strongly hybridized with O 2pσ
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Figure 28. Schematic density of one-electron states for the CuO2 sheets in Ln2CuO4 oxides where
the lower (x2 − y2) Hubbard band (LHB) is pinned at the top of the O 2p bands; the empty upper
(x2 − y2) Hubbard band (UHB) corresponds to the Cu(II)/Cu(I) couple, the filled LHB (x2 − y2)
to the Cu(III)/Cu(II) couple.

orbitals of a CuO2 sheet. In a point-charge model, the Madelung energy is not strong enough
to raise the Cu(III)/Cu(II) redox level above the O2−:2p6 level, so the Cu(III)/Cu(II) redox
couple is pinned at the top of the O 2p bands and the x2 − y2 electrons have a strong O 2p
admixture. Nevertheless, the parent compounds such as La2CuO4, which contain (CuO2)

2−
sheets, are all antiferromagnetic insulators; a bandwidth W < �E p < U means the on-site
electron–electron Coulomb energy U is large enough to give localized spins and an energy
gap �E p = 1.5–2.0 eV, figures 28 and 11.

Oxidation of the CuO2 sheets of a parent compound does not create a localized Cu3+:t6e2

configuration as found for isoelectronic octahedral-site Ni2+:t6e2; the localized (3z2 − r2)
orbitals remain fully occupied on a Cu(III) atom, and oxidation introduces holes into the
(x2 − y2) band of antibonding states pinned at the top of the O 2p bands. The strong O
2p admixture in these (x2 − y2) states would make these holes itinerant unless local oxygen
displacements confined them to a molecular cluster. The smallest molecular cluster would be
a single in-plane CuO4 cluster having an empty (x2 − y2) antibonding orbital. Such a cluster,
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Figure 29. Variations of Tc with x for (a) LaNd1−x Cex CuO4 and (b) Nd2−x Cex CuO4. Shaded
areas refer to two-phase regions, data from [115].

known as a Zhang–Rice singlet [113], has proved elusive. Alternatively, the hole may occupy
a cluster containing several Cu centres; such a cluster would contain conductive (x2 − y2)
electrons and has, therefore, been referred to as a correlation bag since the (x2 − y2) electrons
within a bag are not localized, but occupy molecular orbitals [75]. The correlation bags are
mobile with a motional enthalpy �Hm < kTc [114].

The Cu atoms of the n-type superconductors have no apical oxygen atoms, which lowers
the Madelung potential at a Cu site and raises the top of the O 2p band at which the occupied
(x2−y2) states are pinned relative to the empty (x2−y2) states. The energy gap �E p ≈ 2.0 eV
in La2CuO4 is lowered to 1.5 eV in Pr2CuO4, and it decreases with increasing in-plane
(Cu–O) bond length; see figure 11. Reduction introduces electrons into the upper antibonding
(x2 − y2)σ ∗ band, the Cu(II)/Cu(I) couple. The added electrons initially introduced form
conventional small polarons (τh > ω−1

o ); but as the (Cu–O) bond length increases with deeper
reduction, a critical lattice parameter is reached at which there is a first-order transition to a
superconductivephase. Therefore, the smaller the mean ionic radius of the A cations, the larger
is the critical concentration xc at which the transition to superconductive behaviour occurs, see
figure 29 [115]. The O 2p in the (x2 − y2)σ ∗ band increases with the Cu–O bond length.

Both the p-type and the n-type overdoped samples are FL metals; in these mixed-valent
compounds, the time for a charge carrier to hop from one site to another is τh < ω−1

o over the
entire crystal. A τh < ω−1

o means the charge carriers are not confined by cooperative oxygen
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displacements to a molecular cluster; they are itinerant. At the crossover from a τh < ω−1
o to a

τh > ω−1
o , a τh ≈ ω−1

o gives bad-metal behaviour in which the charge carriers interact strongly
with the lattice and with one another.

At higher temperatures, holes initially doped into the lower (x2 − y2) band are self-trapped
by cooperative atomic displacements in single-hole correlation bags containing several Cu
centres; the positively charged bags move in a negatively charge electron-rich matrix, and
Coulomb repulsions keep apart the individual bags. On lowering the temperature below
a critical temperature Ts , a spinodal separation of the parent phase and a hole-rich phase
occurs. Where there are mobile ions below Ts , the phase separation is accomplished by atomic
diffusion; where there are no mobile ions, phase segregation can only occur by cooperative
atomic displacements. In the hole-rich phase, the one-hole bags would overlap, so mobile
multihole bags are formed and the mobile holes interact strongly with the cooperative (Cu–O)
bond-length fluctuations that define the bags. The electronic behaviour of this phase is like that
of a system above a critical point; therefore, it has been referred to as QCP behaviour [116–120]
and the superconductive phase will be referred to as the QCP phase. Significantly, the phase
separation in the underdoped compositions is not between the parent phase and a metallic
phase, but between the parent phase and the unusual QCP phase.

Within the QCP phase, the instability associated with a double-well potential for the
equilibrium (Cu–O) bond length is reflected in the coexistence of fluctuating,positively charged
regions where a shorter average 〈Cu–O〉 bond length stabilizes weakly correlated electrons and
negatively charged regions where a longer 〈Cu–O〉 bond length stabilizes localized spins. The
volume fraction of the localized spins decreases as the hole concentration increases. The QCP
phase is a bad metal and remains p-type, which shows retention of the splitting �E p between
lower and upper (x2 − y2) bands. Where the crystallographic structure is retained to high
enough hole concentrations, an n-type metallic, FL phase is reached; the transition from the
QCP vibronic phase to the FL phase is first order, so another fluctuating two-phase region is
encountered on the overdoped side as has also been noted by Phillips [120a, b].

On cooling the QCP phase, ordering of the bond-length fluctuations selects, at lowest
temperatures, a specific concentration of the charge carriers. In the underdoped samples, this
selection increases the volume fraction of the parent phase. However, different orderings of the
bond-length fluctuations may compete with one another where the hole fraction p corresponds
to a critical concentration for a commensurate CDW as occurs at p = 1/8, for example. The
superconductive state and any competing commensurate-CDW state represent distinguishable
low-temperature thermodynamic phases.

In the n-type materials, the electrons initially introduced are trapped at single sites as small
polarons, and the intermediate QCP phase is confined to a narrow compositional range.

It is instructive to distinguish the lattice instabilities that occur in a single-valent compound
at the crossover from localized to itinerant electronic behaviour from those that occur in a
mixed-valent compound. In the single-valent compounds CaFeO3 and YNiO3, for example,
the segregation into molecular-orbital clusters and localized-electron configurations requires a
disproportionation reaction resulting in a ‘negative-U ’ CDW. In the mixed-valent CuO2 sheets
of the copper oxides, segregation into electron-rich and electron-poor regions does not require
a disproportionation stabilized only by the CDW ordering; it already occurs as a result of
cooperative bond-length fluctuations at higher temperatures. Formation of a CDW at lower
temperatures would be the result of an ordering of the mobile, short-length-scale regions
of different charge resulting from the cooperative oxygen-atom displacements. However, a
conventional CDW changes the translational symmetry of a crystal so as to open up a gap
in the density of one-electron states at the Fermi surface, thus competing with the opening
of a gap at the Fermi energy by the formation of superconductive Cooper pairs. The key to



Topical Review R295

understanding the high-Tc phenomenon in the copper oxides is to determine how the ordering
of the bond-length fluctuations stabilizes a superconductive energy gap over a gap imposed by
a change in the translational symmetry of the periodic potential.

5.2. La2CuO4+δ(0 � δ � 0.1)

The system La2CuO4+δ is instructive because it undergoes a conventional phase segregation
by atomic diffusion between the parent antiferromagnetic phase of figure 2 and a composition
that exhibits QCP behaviour.

As early as 1987, filamentary superconductivity was observed in ceramic samples of
nominal La2CuO4 that had been slow cooled in air from the sintering temperature [43, 45].
This procedure loads the structure with excess oxygen to yield La2CuO4+δ with a maximum
δ ≈ 0.02. Slow cooling in O2 atmosphere raises the oxygen loading to δ ≈ 0.03.

In order to explore this phenomenon further, samples were loaded to higher values of δwith
high oxygen pressures [44–46], and a phase segregation into an oxygen-rich superconductive
phase and an oxygen-poor antiferromagnetic phase was shown to occur below a temperature
Ts [47]. Neutron-diffraction studies [47, 49, 121] performed on δ ≈ 0.03 samples gave a
range 290 K � Ts � 320 K for the onset temperature of phase segregation and a Tt ≈ 430 K
for the orthorhombic–tetragonal transition in the single-phase region above Ts , figure 30.
The oxygen-poor phase was the parent La2CuO4 compound; with decreasing temperature,
its volume fraction increased as did the oxygen concentration δs of the phase exhibiting
QCP behaviour that, at lower temperatures, became superconductive. The phase separation
occurs via a diffusion of the interstitial oxygen located between two rock-salt LaO sheets
(see section 2.2), and suprisingly these interstitial oxygens remain mobile down to about
200 K [49, 122]. Ahrens et al [123] have used magnetic susceptibility and La nuclear
quadrupole resonance (NQR) to probe the phase segregation in a δ ≈ 0.032 sample. They found
that Tc increases with the size of the segregated superconductive filaments where the filament
diameter is comparable to a magnetic penetration depth. In a spinodal phase segregation, the
cross-section of a percolating phase may be small; and the ordered, superconductive volume
would be reduced by further phase segregation as the bond-length fluctuations order to select
a superconductive carrier concentration corresponding to optimal doping. As the volume
fraction of the percolating superconductive phase increases, suppression of Tc by the magnetic
penetration depth decreases.

Oxygen loadings to δ = 0.10 were obtained electrochemically by Wattiaux et al [124], and
transport properties were measured over the entire compositional range 0 � δ � 0.10 [48, 125].
Zhou et al [48] determined the temperature and compositional range of the phase separation
by monitoring the temperature dependences of the resistivity ρ(T ) and thermoelectric power
α(T ) under different pressures and thermal histories. They found that phase separation occurs
between the antiferromagnetic parent phase with δ ≈ 0 and a superconductive phase with
δs(max) ≈ 0.05. The Néel temperature of the limiting composition of the parent phase was
reduced from 320 to about 250 K. The temperature Ts for onset of the phase segregation
decreased with increasing δ with a curvature concave to the δ axis to just below 200 K where
the interstitial oxygen becomes immobile. An ordering of the interstitial oxygen occurs above
room temperature in the compositional range 0.066 < δo < 0.70. A δo > δs(max) shows that
the driving force for the phase segregation in the range 0 < δ � 0.05 is not stabilization of
a phase with ordered interstitial oxygen; the driving force is not structural, but of electronic
or vibronic origin. The normal electronic state of the superconductive phase is thus seen to
be thermodynamically distinguishable from that of the antiferromagnetic parent phase. A
Ts � TN (x = 0) signals that the spin–spin interactions play a dominating role in driving
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Figure 30. Phase diagram for La2CuO4+δ , after [48].

segregation of the antiferromagnetic phase from the hole-rich superconductive phase having
a hole concentration per Cu atom p > 2δs(max) = 0.10. However, this electronically driven
static phase separation is to be distinguished from the lattice instabilities that give rise to the
bond-length fluctuations that characterize the QCP behaviour of the superconductive phase.

Zero-field muon-spin relaxation (ZF-µSR) measurements on a La2CuO4.11 single crystal
have been used to determine that the magnetically ordered phase forms as islands in the CuO2

planes having a radius R = 15–30 Å with a weak coupling between islands; the volume fraction
of the magnetically ordered phase increased to 40% as the temperature was lowered [126]. An
applied magnetic field increases this volume fraction [127].

A competitive, non-superconductive phase was found [125] in the narrow compositional
range 0.054 < δ < 0.66, which spans p = 1/8; it separates superconductive compositions
appearing at smaller and larger values of δ. The hole concentration p = 1/8 is able to stabilize
a commensurate CDW that tends to compete with the opening of a superconductive gap as is
discussed below. The important point to be made here is that the extraordinary mobility of
the interstitial oxygen in La2CuO4+δ allows a conventional phase segregation to be observed
setting in near or below room temperature. In the absence of atomic diffusion, the driving
force for phase segregation must be accommodated by electron–lattice interactions that do not
allow establishing local charge neutrality in electron-rich and electron-poor phases. This latter
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constraint imposes confinement of the separated phases to a small length scale and allows the
phase boundaries to fluctuate. Nevertheless, a distinction must be made between this phase
segregation, which is driven largely by the strong interatomic exchange interactions between
localized spins in the parent phase, and the lattice instabilities associated with a double-well
(Cu–O) potential that are responsible for QCP behaviour in the superconductive compositions.

Abbamonte et al [128] have recently magnified 82 times the charge-carrier contribution
to the amplitude of the anomalous x-ray scattering of the oxygen K edge of an optimally doped
La2CuO4+δ film. They used the technique, which has a spatial resolution of 1.1 nm, to search
for evidence of hole ordering within the CuO2 sheets at 50 K > Tc. They were unable to
detect any in-plane carrier modulation in their material that would signal an ordering of the
holes into Cu–O–Cu axes (metallic stripes) in a travelling CDW.

5.3. Other p-type superconductors

The system La2−x Srx CuO4, 0 � x � 0.3, is the simplest p-type system; it has no charge-
reservoir layer between the rock-salt LaO sheets and therefore the fraction of holes in the CuO2

sheets is given unambiguously by p = x provided the oxygen stoichiometry is maintained.
Also, La2−x SrxCuO4 has the same parent compound, figure 2, as La2CuO4+δ. Moreover,
it spans the entire compositional range of interest from the parent compound at x = 0 to
the overdoped, metallic regime at x � 0.27. In addition, stoichiometric single crystals can
be grown by the floating zone method in an infrared image furnace. It has, therefore, been
extensively and intensively studied in a search for the origin of the high-Tc phenomenon in the
copper oxides. The Bi2Sr2CanCun+1O6+2n family cleaves easily, exposing a chemically inert
surface, so these superconductors have been studied with surface-sensitive techniques such as
photoelectron spectroscopy. The information about the properties of the CuO2 sheets in this
family is transferable to the CuO2 sheets of other systems. YBa2Cu3O7−δ with δ ≈ 0.09 is
optimally doped, gives a Tc ≈ 90 K and has a relatively strong c-axis coupling between CuO2

sheets because the chains of the conductive � = CuOx charge-reservoir layer also become
superconductive below Tc. Therefore, YBa2Cu3O7−δ has been most extensively studied for
technical applications and for determining the behaviour of the vortices of the strongly type II
superconductor as a function of temperature and applied field, topics not covered in this article.

A tentative phase diagram for the system La2−x SrxCuO4 is shown in figure 31. A complete
solid solution for 0 � x � 0.3 exists above about 325 K. The Néel temperature TN ≈ 320 K
of the parent phase is seen to drop sharply with increasing x , long-range antiferromagnetic
order being replaced by antiferromagnetic spin clusters by x ≈ 0.02 [129]. The Cu–O–Cu
interactions within a CuO2 sheet are much stronger than the Cu–O–O–Cu interactions between
sheets, so considerable short-range magnetic order within a sheet is present below a temperature
Tmax > TN , where Tmax is the temperature at which the magnetic susceptibility shows a broad
maximum. In two-dimensional (2D) systems, long-range magnetic order below TN commonly
occurs at a significantly lower temperature than Tmax. The decrease in Tmax with increasing
x in figure 31 is less precipitous than the decrease in TN , falling to Tc near x = 0.23 [130].
Any 2D short-range magnetic order of localized spins in the CuO2 sheets has collapsed in
compositions with x > 0.23.

Substitution of a large Sr2+ ion for La3+ and its oxidation of the CuO2 sheets makes the 2D
tolerance factor t2D increase with x . Consequently, the orthorhombic (O) to high-temperature
tetragonal (HTT) structural transition at Tt , figures 2(a), (b), decreases with increasing x
from Tt ≈ 430 K in the parent phase to cross the superconductive critical temperature Tc

at x ≈ 0.21 [131, 132]. Hydrostatic pressure stabilizes the tetragonal phase, demonstrating
by a dt2D/dP > 0 that the (Cu–O) bond length is abnormally compressible and therefore
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Figure 31. Phase diagram for the system La2−x Srx CuO4, adapted from [110].

the presence of a double-well potential for the equilibrium (Cu–O) bond length in the CuO2

sheets [132].
The variation of Tc with the fraction p of mobile holes per Cu atom has been found to be

similar for all the underdoped p-type superconductors. Uemura et al [133] used muon-spin
rotation to establish the relation

Tc ∼ p/m ∗ for p < 0.15 (23)

where m∗ is the mean effective mass of the charge carriers. From empirical evidence for
several systems, Presland et al [134] have proposed that a general parabolic law

Tc/Tc,max = 1 − 82.6(p − 0.16)2 (24)

applies to all the p-type superconductors. In the system La2−x Srx CuO4, where p = x , Tc

saturates in the range 0.15 � p � 0.18 and the general trends of equations (23) and (24)
are altered by some suppression of Tc in the neighbourhood of p = 1/8 [135]. In addition, a
careful study of the overdoped region [132] has provided evidence, figure 32, that the transition
from the optimally doped superconductive phase to the overdoped phase may encounter one
or more competitive phases.

The value of Tc,max, and therefore of Tc for a given value of p, depends on (1) the Cu–O–Cu
bond angle, (2) the Cu–O bond length and (3) the variance of the A-site cation. In the system
La2−x Srx CuO4, there is no charge reservoir, so p = x remains fixed under pressure. The
A-site-cation variance is also fixed. Samples with x < xc under hydrostatic pressure had a
dTc/dP ≈ 0.1 K kbar−1 in the orthorhombic phase that dropped abruptly to dTc/dP ≈ 0
on crossing the critical value of x = xc for the orthorhombic to tetragonal phase change at
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Figure 32. Compositional dependence of T f and the superconductive onset temperature To

indicative of a possible sequence of competitive phases, taken from data given in [132].

P > 10 kbar, figure 33 [132]. In the tetragonal structure, the Cu–O–Cu bond angle is 180◦
and pressure changes only the (Cu–O) bond length. In the orthorhombic structure, pressure
reduces both the Cu–O bond length and the bending angle φ. Therefore, figure 33 teaches that
Tc,max is insensitive to a decrease of a (Cu–O) bond length already under a compressive stress,
but it increases sensitively with a straightening of the Cu–O–Cu bond angle.

In order to demonstrate that this conclusion also applies to a nearly optimally doped
sample, x = 0.15, advantage was taken of the 2D compressive stress on the (001) plane
of a thin film deposited epitaxially on a substrate of smaller lattice parameter [136]. Sato
and Naito [137] had demonstrated that La2−x Srx CuO4 epitaxial films with c-axis oriented
perpendicular to the substrate have Tc reduced by the 2D tensile stress on the CuO2 sheets
deposited on SrTiO3 and increased by the 2D compressive stress on the CuO2 sheets deposited
on LaSrAlO4. A single-crystal La1.85Sr0.15CuO4 film on LaSrAlO4 remained orthorhombic at
the superconductive onset temperature To, but it had a Tc = 43 K compared to a Tc ≈ 36 K in
an unstressed ceramic or single-crystal sample. The Tc of the film increased with pressure for
P � 4 kbar, saturating at 43.7 K for P > 4 kbar.

On the other hand, the HgBa2Can−1CunO2n+2+δ compounds have 180◦ Cu–O–Cu bonds
that are under tension, and hydrostatic pressure increases Tc dramatically until Tc reaches a
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Figure 33. Variation with x of the pressure dependence of Tc for P > 10 kbar in the system
La2−x Srx CuO4, after [132].

broad maximum above 8 GPa [138–140]. In the n = 3 compound, a Tc,max ≈ 164 K was
reached at 31 GPa. Under pressure, transfer of charge from the CuO2 sheets appears to be
minimal. Although some charge transfer between the two outer CuO2 sheets and the inner
CuO2 plane may contribute to dTc/dP in the n = 3 compound, no such charge transfer is
possible in the single-layer (n = 1) and double-layer (n = 2) compounds. These results
appear to teach that where the (Cu–O) bonds of a CuO2 sheet are stretched, reduction of the
(Cu–O) bond length toward its equilibrium value enhances Tc, which contrasts with the small
influence on Tc of reduction of the length of a Cu–O bond under a compressive stress.

The transport properties of the system La2−x SrxCuO4 divide the phase diagram of
figure 31 at compositions near x = 0.10 and 0.22 [35, 132, 141]. In the compositional range
0 < x � 0.10, the resistivity varies nearly as ρ −ρi ∼ T in the range Tρ < T < Tl . Above Tl ,
the ρ versus T curve bends toward the temperature axis, i.e. dρ/dT decreases with increasing
T , and below Tρ the resistivity increases with decreasing temperature, figure 34; the resistance
drops precipitously to zero below the superconductivecritical temperature Tc < Tρ in the range
0.05 � x � 0.10. In the range 0.10 < x < 0.22, a (ρ − ρi) ∼ T is found for all temperatures
T > Tc below the decomposition temperature of the solid. In the compositional range
x > 0.22, the critical temperature Tc drops with increasing x , falling to zero by x ≈ 0.27, and
above Tc the ρ(T ) curves exhibit a power-law behaviour. All the superconductive compositions
show a small step in the ρ(T ) curve at a temperature T f ≈ Tc(max). The independence of T f

on doping is remarkable and seems to imply that the composition with Tc(max) represents a
particular ordering of the (Cu–O) bond-length fluctuations for the superconductive state and
that regions without this order induce phase fluctuations that suppress Tc.

The temperature dependence of the square of the thermoelectric power, α2(T ), shows a
remarkable change not only on passing from x � 0.10 to x � 0.15, but also on passing
from T < Tl to T > Tl ≈ 320 K, figures 34 to 36. At temperatures T > Tl , there
is a smooth evolution with x of the ρ(T ) and α(T ) curves. In the compositional range
0 � x � 0.10, a temperature-independent thermoelectric power extends from high temperature
down to TF < Tl ; α2(T ) drops with decreasing temperature T < TF and falls linearly in the
range Tc < T < Tρ where ρ(T ) deviates from a linear dependence on T . In contrast, a nearly
constant α(T ) above Tl in the range 0.10 � x � 0.25 undergoes a remarkable enhancement
below Tl that reaches a maximum near 140 K, which is too high a temperature for a phonon-



Topical Review R301

Figure 34. Temperature dependence of the square of the thermoelectric power, α2, and the
resistance R for several values of x in the system La2−x Srx CuO4, after [35].

drag enhancement. This enhancement has been shown [142–144] to be a characteristic of
the QCP phase, appearing in the normal state of all the copper oxide superconductors in the
compositional range of the QCP phase, and only in connection with this phase, which retains
a fraction of the volume in the overdoped compositions where Tc falls to zero.

Interpretation of the electronic behaviour of the underdoped range 0 < x < 0.15
begins with the observation that a temperature-independent thermoelectric power α(T ) signals
polaronic conduction with a resistivity

ρ = AT exp(�Hm/kT ) (25)

for a fixed charge-carrier fraction p per Cu atom having a motional enthalpy �Hm in the
diffusive mobility

µ = (eDo/kT ) exp(−�Hm/kT ). (26)

Where the conduction is polaronic, the thermoelectric power is dominated by the statistical
component

α = (k/e) ln[β(1 − c)/c] (27)

where β = 2 is the spin-degeneracy factor and the fractional hole occupancy of sites available
to a single-hole polaron is c = pN/N∗ = pn for N Cu atoms and n Cu centres inside
the polaron [145]. Figure 35 shows that the room-temperature data fit equation (27) in the
range 0 < x � 0.1 if N/N∗ = 5.3. We may conclude that in this compositional range at
temperatures T > TF , the holes are not small polarons, but occupy single-hole correlation
bags, extending over five to six Cu centres. Within the bags the electrons occupy molecular
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Figure 35. Room-temperature thermoelectric power α (300 K) for La2−x Srx CuO4. Dashed curve
= fit to logarithmic plot with N/N∗ = 5.3. Dot and dash line = result of band calculation. Insets
(a) and (b) are α(T ) for x = 0.02 and 0.15, respectively, after [141].

Figure 36. Temperature dependence of the thermoelectric power α(T ) for La1.85Sr0.15CuO4
showing a transition at Tl ≈ 320 K, after [35].
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Figure 37. Model of a one-hole correlation bag stabilized over six Cu centres by cooperative
pseudo-Jahn–Teller deformations, after [114].

orbitals, so a five-copper bag would have no spin. Why the correlation bags do not collapse to a
small-polaron Zhang–Rice singlet remains an open question. However, a low-spin Cu(III) ion
in a site with tetragonal symmetry may undergo a pseudo-Jahn–Teller distortion of the square
oxygen coordination in a CuO2 sheet to rhombohedral (Cu–O) bonding [146]. Therefore, one
possibility, in addition to a lowering of the kinetic energy of the cluster electrons, is a gain in
elastic energy associated with cooperative pseudo-Jahn–Tellerdistortions of several Cu centres
from square to rhomboidal Cu–O bonding within the polarons as illustrated in figure 37. A
model calculation [114, 147] for such a bag gave a stable polaron size of six to seven copper
centres and an amoeba-like motion of the polaron that reduced the motional enthalpy �Hm

to a small value (�Hm < kTρ). The calculation reproduced the shape of the normal-state
resistance R(T ) of figure 34 as well as rationalizing the size of the one-hole polaron. The
upturn in R(T ) on cooling below Tρ is caused by the small �Hm of the multicentre polarons.
Significantly, a 61 T pulsed magnetic field suppressed superconductivity in an x = 0.16
sample to reveal an R(T ) curve like that of figure 34 for the non-superconductive x = 0.035
sample [148]. Suppression of the superconductivity of an optimally doped sample by a high
magnetic field H > Hc2 reveals that the charge carriers of the normal state have a small
motional enthalpy �Hm < kTc in a large H field. At higher temperatures kT � �Hm, the bag
mobility approaches the limit µ = (eDo/kT ) to give bad-metal behaviour with (ρ −ρi) ∼ T .
In the underdoped region, the change in slope of the ρ(T ) curve reflects the opening of a
pseudogap below T ∗ ≈ ; the charge transport in the CuO2 planes is largely unaffected by
the opening of the pseudogap [149] whereas the transport of charge along the c-axis is strongly
suppressed [150, 151].

The precipitous drop in the Néel temperature TN reflects a spinodal phase segregation
occurring below TF = Ts between the parent phase and the QCP phase stabilized at x > 0.1.
In the system La2CuO4+δ, this phase segregation sets in at a somewhat higher temperature
where the mobile interstitial oxygen atoms allow segregation of oxygen-rich and oxygen-poor
phases that preserve local charge neutrality. In La2−x Srx CuO4, there are no mobile ions,
and the spinodal phase segregation can only be accomplished by cooperative oxygen-atom
displacements that segregate hole-rich and hole-poor regions. The one-hole correlation bags
already represent a segregated hole-rich phase of smaller mean 〈Cu–O〉 bond length; but their
size is such that by x = 0.1 they are forced to overlap and condense into multihole bags. The

Tρ
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QCP phase is characterized by locally cooperative bond-length fluctuations that would define
multihole bags and localized-electron regions, but they can only achieve short-range order on
cooling below Tl with both spin and spinless-bag fluctuations. However, the order increases
with decreasing temperature with long range being established either with formation of a CDW
or a superconductive state. The Coulomb forces between the negatively charged parent phase
and the positively charged QCP phase in the interval 0 < x � 0.1 segregate the parent phase to
a length scale that decreases sharply with increasing x until, for x > 0.02, the antiferromagnetic
phase is confined to non-percolating clusters [152]. Cho et al [153] have argued convincingly
for the existence of quasistatic fluctuations of mesoscopic antiferromagnetic domains in the
range 0.02 � x � 0.08. Julien et al [154] have studied an x = 0.06 sample with 63Cu and 139La
NMR/NQR to show that, on cooling, the CuO2 sheets separate progressively into two phases,
one of them having enhanced antiferromagnetic correlations in clusters and the other giving rise
to superconductivity below Tc = 8 K. Neutron scattering studies [155, 156] have identified a
spin-glass phase in the range 0.02 � x � 0.055 that has a spin-freezing temperature near 28 K
and a spin modulation propagating diagonal to the Cu–O–Cu rows of a CuO2 sheet. Phase
segregation between the parent phase and this incommensurate antiferromagnetic phase occurs
in the range 0 � x � 0.02 [157] and the propagation vector of the spin-density wave changes
to parallel to the Cu–O–Cu rows [158]; the appearance of superconductivity correlates with
the existence of a percolating QCP phase with spin modulations parallel to the Cu–O–Cu rows.

In the QCP phase, there is a transition with increasing x in the temperature interval
Tc < T < Tl from fluctuating multihole bags in a localized-electron matrix in the underdoped
compositions to strong-correlation fluctuations in an FL in the overdoped samples. Bozin et al
[159] have used pair-density-function (PDF) analysis of pulsed neutron data, which is a fast
experimental probe, to demonstrate the coexistence of two different equilibrium (Cu–O) bond
lengths in the QCP phase, one corresponding to that of the antiferromagnetic parent phase
and the other to that of the overdoped phase with (Cu–O)itin. This experiment provides direct
evidence that cooperative oxygen-atom displacements create fluctuating clusters in which the
mean (Cu–O) bond length is either the (Cu–O)loc for localized electrons or (Cu–O)itin for
correlation bags or an FL matrix.

On cooling, the localized-electron and itinerant-electron regions order progressively, but
ordering into a commensurate CDW may compete with ordering of the superconductive
state. Near the composition x = p = 1/8, the competitive commensurate-CDW phase
consists of itinerant-electron stripes in every fourth Cu–O–Cu row, figure 38; this CDW
opens up a gap at the Fermi surface to suppress superconductivity. It is stabilized relative
to the superconductive phase by a structural change from orthorhombic to low-temperature
tetragonal (LTT) symmetry. In the LTT phase, the oxygen atoms coordinating a Cu change
their cooperative-rotation axis from the [110] of the orthorhombic phase to [100] and [010] in
alternate CuO2 sheets [160, 161], which orders and pins the holes in static stripes oriented
along a rotation axis. This LTT phase is found in the system La1−y−x NdySrx CuO4; at
y = 0.6 and x = 1/8, static itinerant electron stripes are pinned every fourth row, which
has allowed identification of the phase with neutron diffraction by Tranquada et al [162, 163].
The metallic, positively charged stripes have a hole concentration per Cu atom of p = 0.5,
whereas the negatively charged, localized-electron rows between the stripes have p ≈ 0 at
x = 1/8. A p = 0.5 within the multihole bags represents the most stable itinerant-electron
configuration. Noda et al [164] have used resistivity and Hall-effect data as a function of x
in La1.4−x Nd0.6SrxCuO4 single-crystal films containing static stripes every fourth Cu–O–Cu
row to identify a change from 1D charge transport for x < 1/8 to 2D transport for x > 1/8.
This observation suggests that holes in excess of an average copper valence 2.5+ do not enter
the metallic stripes but go into the localized-electron matrix between the stripes.
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Figure 38. Itinerant-electron stripes every fourth Cu–O–Cu row in the CuO2 sheets of
La0.38Nd0.6Sr0.12CuO4, after [162].

McQueeney et al [165] have provided evidence from PDF analysis of pulsed neutron-
diffraction data for x = 0.15 of the development with decreasing temperature of a dynamic
ordering of holes in alternate rows of a CuO2 sheet. A doubling of the periodicity along
a Cu–O–Cu bond direction distinguishes this dynamic ordering phenomena from the static-
stripe charge ordering at x = 1/8, which quadruples the periodicity. Moreover, Egami et al
[166] identified hole-rich clusters in the hole-rich Cu–O–Cu rows. These clusters can be
considered to consist of four Cu centres and five oxygen atoms within a row as illustrated
in figure 39 [167]. This ordered configuration contains spin-paired two-electron/two-hole
bags and corresponds to the hole concentration p = 1/6 where the maximum value of Tc is
observed. It is reasonable to conclude that this vibronic striped phase represents the ordering of
the bond-length fluctuations in the superconductive state with a condensation of paired spins in
two-electron/two-hole correlation bags of small coherence length. Note that this configuration
optimizes the Coulomb forces between the positively charged bags and the negatively charged
matrix, the magnetic-exchange interactions between localized spins on the Cu(II) atoms, a
50–50 Cu(III)–Cu(II) in the two-hole bags, and Bose two-electron/two-hole bags containing
paired spins while retaining a vibronic-electron character with a Fermi surface.

Considerable experimental work has been devoted to clarifying the role of spin fluctuations
in the CuO2 sheets and their relation to the high-temperature superconductivity found in the
copper oxides. Unpolarized and polarized inelastic neutron scattering probes the dynamic
magnetic susceptibility χ ′′(q, ω) as a function of the energy transfer h̄ω and the momentum
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Figure 39. Correlation bags and stripes for Cu atoms of a CuO2 sheet; ◦ = Cu2+, • = Cu2.2+ or
Cu2.5+, after [167].

transfer q = ki − k f , where ki and k f are the incident and final neutron wavevectors. In
the parent compound, antiferromagnetic Bragg peaks are found at qo = (π, π), i.e. at ±1/2,
±1/2 in units of 2π/a, where a is the lattice constant. On doping p-type, two types of
spin fluctuation are distinguished: incommensurate fluctuations at a quartet of wavevectors,
displaced a distance δ in reciprocal space from the qo = (π, π) position [168–170], and a
higher-energy, sharp (resonance) peak centred at (π, π). The resonance was not found in the
La2−x Srx CuO4 system, but it has been observed in single-layer Tl2−yBa2CuO6+x [171]; in
the YBa2Cu3O6+x system, it appears above Tc in the underdoped compositions with an onset
temperature T ∗ that coincides with the opening of a gap in the spin-excitation spectrum, but it
is only found below T ∗ = Tc for optimal and overdoped materials [172]. The resonance energy
increases as kTc in the underdoped samples, but it remains at h̄ωr ≈ 41 meV independently of
Tc near optimal doping. A dependence on an applied magnetic field shows that the resonance
is not a conventional spin-wave excitation and that it is associated with the phase coherence
of superconductive electron pairs. However, the experiments do not distinguish whether the
spin–spin exchange interactions are a driving force for formation of superconductive electron
pairs or only reflect the phase coherence of preformed pairs.

The low-frequency incommensurate spin fluctuations, on the other hand, are present in
both the La2−x Srx CuO4 and YBa2Cu3O6+x systems, and they are found in both the normal and
superconducting states with a suppression of their intensity below Tc. The incommensurability
parameter δ increases linearly with the hole fraction p and is proportional to Tc in the
underdoped region p < 1/8, but it saturates in the optimal and overdoped compositional
range. In La2−x Srx CuO4, δ increases with h̄ω until it merges with the resonance peak. In
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YBa2Cu3O6+x , the spin gap �SG was found to be proportional to Tc for p < 0.1, reaching
�SG/kTc = 3.8 at optimal doping [172].

Neutron scattering at qo ± δ can arise from a spin wave that is locally commensurate,
but whose phase jumps by π at a periodic array of hole-rich stripes such as is illustrated by
the static stripe configuration found by Tranquada et al [162, 163] at p = 1/8, figure 38.
The equality of incommensurability and doping, δ = p, follows naturally from this model.
Yamada et al [173] reported a δ = p in underdoped La2−x Srx CuO4, which has led to the
conclusion that the inelastic incommensurate neutron scattering is due to a fluctuating version
of the stripes that are static in the Nd-doped samples. The stripes represent a heterogeneity of
the electron system that is now generally accepted. The heterogeneity is a local and nonlinear
phenomenon that is not describable in terms of FL theory. The basic physics underlying stripe
formation is generally thought to be the expulsion of holes from regions of well formed local
moments so as to optimize the spin–spin exchange interactions. What has yet to be more
generally appreciated is that the regions not containing well formed local moments contain
delocalized electrons as well as holes and that these hole-rich regions contain delocalized
electrons because of cooperative oxygen-atom displacements that reduce the mean 〈Cu–O〉
bond length. The lattice instabilities responsible for the cooperative bond-length fluctuations
occur as a result of the crossover from localized to itinerant electronic behaviour that gives
rise to a double-well equilibrium (Cu–O) bond length in accordance with the virial theorem.
The spin–spin interactions between localized electrons are only a part of the driving force
for electronic heterogeneity. Lowering of the kinetic energy of the electrons in the hole-rich
regions is a complementary, and perhaps even dominant, part of the driving force for dynamic
phase separation on a microscopic scale.

McAllister and Attfield [174] have shown that the maximum value of Tc in
Ln1.85A0.15CuO4, Ln = lanthanide and A = alkaline earth, varies sensitively with the variance
of the size of the cations in the rock-salt layers. This variance in the La2−x Srx CuO4 system
may be responsible for lowering Tc to 36 K. Another single-layer system that can have its hole
concentration varied from the underdoped to the overdoped range, but with retention of BaO
rock-salt sheets neighbouring the CuO2 sheets, is HgBa2CuO4+δ. It has a maximum critical
temperature of 97 K as against 36 K for La2−x Srx CuO4 and was considered by Yamamoto et al
[175] to be more representative of the copper oxide superconductors than the La2−x Srx CuO4

system. Their thermoelectric-powerdata for HgBa2CuO4+δ, figure 40, also show in this system
the onset of superconductivity at p ≈ 0.05 with a maximum value of Tc near p ≈ 0.16; the
superconductive samples all show the characteristic low-temperature enhancement α(T ) with
a maximum near 130 K. However, the temperature-independent thermoelectric power found
between TF and room temperature for 0 < p � 0.10 in La2−x SrxCuO4 is restricted to the non-
superconductive range 0 < p < 0.05 in the HgBa2CuO4+δ system. Itoh et al [176] observed
the opening of a spin gap �SG at a temperature T ∗ (NMR); T ∗ decreases with hole doping
in the underdoped compositions and extrapolates to Tc at p ≈ 0.19. Yamamoto et al [175]
obtained a T ∗(α) and T ∗(ρ) as the respective temperatures at which α(T ) and ρ(T ) deviate
on cooling from a linear dependence on T ; their critical temperatures are shown in figure 41
where a coincidence of the three determinations of T ∗ can be seen. The doping dependence
of the spin-gap opening below T ∗ is similar to that reported for other high-temperature copper
oxide superconductors; the appearance of a spin gap in the underdoped regime is a general
characteristic of the copper oxide superconductors.

The transition from the QCP phase to the overdoped FL phase in the normal state has not
been studied so intensively. Puchkov et al [177] have pointed out that the optical conductivity
σ(ω) has two distinctly different regimes as a function of doping; in the underdoped samples,
σ(ω) can be well described by an increasing density of mobile charge carriers as Tc increases
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Figure 40. Temperature dependence of thermoelectric power for HgBa2CuO4+δ (a) over a wide
doping range and (b) near the optimum doping. The numbers 1–14 correspond to p = 0.040, 0.046,
0.050, 0.057, 0.069, 0.090, 0.103, 0.110, 0.119, 0.127, 0.157, 0.180, 0.190 and 0.208, after [175].

Figure 41. The superconducting critical temperature Tc and the characteristic temperature T ∗ as
a function of hole concentration for HgBa2CuO4+δ , after [175].

whereas in the overdoped regime there is no increase in the conductivity spectral weight as Tc

decreases with increasing doping. The authors conclude that the doping-induced changes in
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σ1, the real part of σ(ω), in the overdoped regime are more consistent with a reduction in the
scattering rate of the mobile carriers. Although a limited number of samples studied leaves
unclear whether the transition from a vibronic diffusive motion in the QCP phase to itinerant-
electron behaviour in the FL phase is smooth or first order at temperatures T < Tl , a decreasing
volume fraction of the QCP phase in an FL matrix is consistent with the conclusion of Puchkov
et al. Moreover, Wen et al [178], in a comparison of the diamagnetic susceptibilities of an
underdoped and an overdoped sample each with the same critical temperature Tc, found a single
transition in the underdoped sample and two superconductive transitions in the overdoped
sample. They argued that this observation is evidence of a phase segregation between the
superconductive (QCP) phase and an FL phase. See also discussion of Phillips [120a, b].

If the superconductive ordering of bond-length fluctuations is that illustrated in figure 39
for p = 1/6 and the additional holes in the overdoped regime are introduced first into the
hole-rich stripes, some hole-rich stripes might be converted to metallic stripes containing a
ratio Cu(III)/Cu(II) = 1/2 as occurs in the static stripes found in the LTT phase at p = 1/8
whereas others would retain a ratio Cu(III)/Cu(II) = 1/3. At a hole doping p = 5/24, the two
types of hole-rich stripe would alternate with one another to form a competitive CDW phase.
The plateau of Tc versus x at x ≈ 5/24 in figure 32 and the suppression of superconductivity
at x ≈ 5/24 on substitution of less than 1% Zn for Cu are exactly analogous to what happens
at x = 1/8 [179–181]. Whether the transition from orthorhombic to tetragonal symmetry at
x ≈ 0.21 is responsible for stabilization of a competitive CDW ordering of the bond-length
fluctuations is not known, but it is clear that the Zn impurities are pinning otherwise mobile
phase fluctuations. On the overdoped side, the phase fluctuations are between an FL phase
and the QCP phase whereas on the underdoped side they are between the antiferromagnetic
parent phase and the QCP phase, which supports the conclusion [182] that suppression of Tc

from Tc max is a result of phase fluctuations of the superconductive order parameters, but with
the caveat that these phase fluctuations may be sustained to lower temperatures by fluctuations
between the QCP phase and its two neighbouring phases.

Angle-resolved photoemission spectroscopy (ARPES) has been used to study the
evolution of the Fermi surface with temperature in Bi2Sr2CaCu2O8+δ [183–191],
Bi2Sr2CuO6+δ [192, 193] and YBa2Cu3O7−x [194]; its evolution with doping in La2−x Srx CuO4

has been obtained at T = 11 K by Ino et al [195–197]. The characteristic property of the QCP
phase is a progressive transfer of spectral weight below 180 K from the (π , π) direction in
reciprocal space to the (π, 0) direction, figure 42 [191, 198], with the opening of a pseudogap in
the (π, 0) direction. The enhancement of α(T ) below Tl reflects this spectral-weight transfer.

The vibronic QCP phase is characterized by strong electron–lattice interactions. Where
the bond-length fluctuations are only locally cooperative, they suppress phonons having a
dispersive energy. However, long-range ordering of the fluctuations into a travelling charge-
density/spin-density wave (CDW/SDW) establishes phonons propagating along the Cu–O–Cu
bond axes. The strong electron–lattice interactions may either stabilize a static CDW/SDW
as occurs at p = 1/8 or they may induce a hybridization of the electrons and phonons that
creates barely itinerant, vibronic quasiparticles of heavy mass and barely itinerant spins. Since
hybridization would be with the phonons of vector q propagating along the Cu–O–Cu bond
axes, the itinerant vibrons would have a momentum vector k′ ∼ cos θ + i sin θ , where θ is the
angle between the electronic k vector and the phonon vector q [199]. Stabilization of a narrow
band of itinerant-vibron states would induce transfer of electrons from the (π , π) to the (π, 0)
direction. The itinerant-vibron energies would have the symmetry

Ek′ ∼ (cos2 θ − sin2 θ) + i sin 2θ ∼ (x2 − y2) + ixy (28)

with a real component (x2 − y2) and a hidden component ixy that becomes manifest in
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Figure 42. ARPES of underdoped Bi2Sr2CaCu2O8+δ showing the progressive transfer of spectral
weight with decreasing temperature from the (π, π ) to the (π, 0) direction and the opening of a
pseudogap at (π, 0), after [198] from data of [191].

Figure 43. Experimental E versus k relationship along various high-symmetry directions (points)
of the CuO2 sheets of Bi2Sr2CaCu2O8+δ . The lines illustrate a simple scenario compatible with
the data, after [203].

a magnetic field. Experimental verification of the x2 − y2 symmetry came initially from
NMR measurements [200] and superconductor–normal-state–superconductor (SNS) tunnel
junctions [201, 202] in YBa2Cu3O7−δ . Dessau et al [203] have measured a flat electronic
E(k) dispersion in the (π, 0) direction, compatible with barely itinerant vibronic states,
figure 43. Deutscher and Dagan [204] and Sharoni et al [205] have argued from tunnelling
experiments that the superconductivegap in overdoped samples has a symmetry (x2 − y2)+ixy
in the presence of an applied magnetic field. Laughlin [116] and Ramakrishnan [206] have
independently proposed the existence of an ixy component to explain a kink behaviour observed
in a thermal-transport measurement [207]. Zhu and Balatsky [208] have invoked coupling of
a magnetic field with orbital magnetism to argue for a hidden ixy component of the pseudogap
that becomes manifest with the application of a magnetic field.
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Pines et al [209, 210] have derived an (x2 − y2) symmetry for the normal state and the
superconductive gap by introducing into the dynamic susceptibility a phenomenological term
that peaks at spin-wavevector Q:

χM M P (q, ω) = αξ2/[1 + (Q − q)2ξ2 − i(ω/ωSF )] (29)

where ξ is the antiferromagnetic correlation length, χQ = αξ2, the characteristic energy is
� ∼ ξ−z , and ωSF = constant/ξ z has a crossover from z = 2 to 1 at the temperature TCr at
which χo(T ) begins to decrease as T is decreased. The subscript MMP refers to Millis et al
[210]. This term was added to the FL term to give a total susceptibility

χ(q, ω) = χM M P (q, ω) + χF L(q, ω). (30)

However, their successful quantitative description of the spin dynamics in the QCP phase does
not distinguish whether the spin–spin interactions drive or follow the ordering of the bond-
length fluctuations responsible for the transfer of spectral weight from the (π, π) to the (π, 0)
direction. Both the spin–spin and electron–lattice interactions act cooperatively to open up the
pseudogap.

Figure 44 shows the evolution with x of the Fermi surface of La2−x Srx CuO4 at T = 11 K
as obtained by Ino et al [197] with ARPES. In the underdoped samples x = 0.05 and 0.10,
dispersive features are only observed around (π, 0); the dotted lines are drawn so as to make
the area enclosed by the Fermi surface correspond to (1−x) electron states in the half Brillouin
zone in accordance with the Luttinger sum rule. As x increases in the overdoped region, the
Fermi surface near (π, 0) moves smoothly through (π, 0) so that the topological centre of the
Fermi surface changes from p-type to n-type. On the underdoped side, the coexistence of the
parent AFI and QCP phases results in a trapping of electrons in the lower Hubbard band of the
AFI phase.

The electrons with k vectors oriented along the nodal lines of the x2 − y2 state symmetry
do not hybridize with the phonons propagating along Cu–O–Cu bond axes as a result of long-
range ordering of the (Cu–O) bond-length fluctuations. Therefore, the nodal electrons are
described as a marginal FL [211]. Valla et al [212] have reported that the lifetimes of the nodal
quasiparticles are only weakly affected by the onset of superconductivity.

There are four characteristic energies to be distinguished in the underdoped samples: a
spin gap �SG , a pseudogap �PG , a superconductive gap � and a binding energy E(π,0) of the
flat band at (π, 0). A proportionality

�PG ≈ 2.5E(π,0) ≈ 13� (31)

implies that �PG reflects the binding energy of electron pairs within two-electron/two-hole
bags. This binding energy decreases as the volume of the localized-electron matrix decreases
and therefore with increasing hole fraction. The fact that these energy gaps decrease as Tc

increases can be understood by distinguishing between the energy of the pseudogap �PG ,
which measures the strength of the binding of electrons into pairs, and that of the stiffness
ρs , which measures the ability of the superconducting state to carry supercurrent. Emery
and Kivelson [213] have pointed out that a conventional superconductor has two important
energy scales: the Bardeen–Cooper–Schrieffer (BCS) gap � and the phase stiffness ρs , where
ρs = h̄2ns(0)a/4m∗ is proportional to the superfluid density ns(T ). The phase stiffness
is derived from the kinetic energy of the superfluid, which contains a superfluid velocity
vs = h̄∇θ/2m∗ having a phase angle θ of period 2π , and a short-distance cut-off of size a that is
responsible for a transition to a low-temperature phase-ordered state below a temperature T max

θ .
The empirical relationship, equation (23), of Uemura et al [133] states that Tc is proportional to
the zero-temperature superfluid density, i.e. to the phase stiffness ρs(T = 0) for a wide range of
underdoped materials. A �PG � ρs is found in conventional superconductors,and destruction
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Figure 44. Fermi surfaces of La2−x Srx CuO4 obtained from ARPES experiments at T =
11 K [197]. Thick and thin error bars denote, respectively, the observed Fermi-surface crossings
and those folded by symmetry. For dotted lines in x = 0.05 and 0.10 samples, see text.

of superconductivity begins with the break-up of electron pairs. In the cuprates, a �PG > ρs

is found in the underdoped samples, and Tc occurs where thermal agitation destroys the ability
of the superconductor to carry a supercurrent while the pairs continue to exist. Therefore
Tc ∼ ρs(T = 0 K) in the underdoped regime; ρs(T = 0 K) may be reduced by thermal
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excitation of nodal quasiparticles, which do not participate in the supercurrent [214–216], and
ρs(T = 0 K) < � is found in the overdoped region.

Eschrig and Norman [217] have rationalized an anomalous momentum distribution of the
ARPES spectra for the superconductive state of Bi2Sr2CaCu2O8+δ with a model that combines
the flat electronic dispersion near (π, 0) with a coupling of the fermionic degrees of freedom
to a bosonic mode peaked in momentum near Q = (π, π). In the model of figure 39 for
p = 1/6, the two-electron/two-hole bags are bosonic entities and become barely itinerant
in the (π, 0) direction by hybridizing with phonons propagating along the Cu–O–Cu rows.
Alexandrov [218, 218a] has been the principal advocate of the stability of bipolarons and has
asserted his belief that superconductivity in the layered cuprates derives from the Bose–Einstein
condensation (BEC) of bipolarons. Whereas his model calls for small bipolarons and BEC,
the bosonic character appears to stem from two-electron/two-hole bags; hybridization of the
Bose bags with a long-range ordering of the cooperative (Cu–O) bond-length fluctuations that
create the bags gives the charge carriers an itinerant character and stabilizes a phase stiffness
that allows the CuO2 sheets to carry a supercurrent. Therefore, the BCS framework appears
to be more appropriate than BEC, but with a non-retarded pairing potential.

Krasnov et al [219] have used intrinsic tunnelling spectroscopy to show that the
pseudogap and the superconducting gap respond differently to a high magnetic field H . The
superconducting gap � closes as H → Hc2(T ) whereas the c-axis gap does not change below
100 K with either H or T . A high magnetic field would not influence either the formation of
two-electron/two-hole bags or the ordering of the (Cu–O) bond-length fluctuations that allows
hybridization of electrons and phonons, but it would destroy the superconductivity introduced
by the phase stiffness.

Lupi et al [220] have extended an optical study of underdoped Bi2Sr2CaCu2O8+δ to the
very-far-infrared region of frequencies in order to resolve two components of the optical
conductivity σ(ω), a normal Drude term and a strong band peaked in the FIR having a tail
exhibiting an ω−1 dependence rather than the ω−2 dependence of a conventional metal. The
authors conclude that only the coexistence of two types of charge carrier can account for
the optical absorption and that the anomalous optical pseudogap is an effect created by a
temperature-dependent absorption of some weakly bound charges. The data support a phase-
separation model in which itinerant and localized electrons coexist.

Raman scattering spectroscopy can also determine the k dependence of a gap size. The
B1g and B2g spectra detect mainly the electronic states of the Fermi surface of a CuO2 sheet near
(π, 0) and (π, π), respectively. The B1g spectrum shows almost no temperature dependence in
the underdoped regime whereas the B2g spectrum shows suppression of spectral weight below
700 cm−1 at low temperatures as a result of an opening of the pseudogap [221, 222]. This
observation motivated Liminov et al [223] to investigate the A1g spectrum, which probes the
entire Fermi surface, with electronic and phononic Raman scattering in detwinned crystals of
underdoped and optimally doped YBa2Cu3O7−δ . They found no evidence for the opening of a
pseudogap at optimum doping (Tc = 93 K), but a marked gap opening below T ∗ ≈ 180 K in
the electronic A1g spectrum for the underdoped crystal (Tc = 63 K). The phononic spectrum
gave a T ∗ ≈ 150 K. Lack of any significant anomaly in the B1g spectrum related to either
�SG or � implies a large suppression of the density of states around (π, 0) has already set
in at room temperature. It follows that the A1g response originates from electronic states in
the (π, π) direction, which is the same direction as that detected by the B2g spectrum. From
the ARPES data, this response signals the transfer of spectral weight from the (π, π) direction
to the (π, 0) direction below T ∗. In addition, the Raman data showed the opening below Tc

of a superconducting gap 2�A1g ≈ 120 cm−1 along the residual Fermi surface in the (π, π)
direction; a 2�B1g ≈ 340 cm−1 was estimated for the (π, 0) direction.
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Unlike the pseudogap �PG determined by ARPES and Raman scattering, the spin gap �SG

determined by neutron scattering [172] and the gap �I R in the infrared response [224] increase
with Tc. The development of antiferromagnetic spin correlations would depend on ordering
of the bond-length fluctuations and would, therefore, have an onset temperature similar to
the pseudogap T ∗. However, the magnitude of �PG depends on the energy of stabilization
of the bosonic two-electron/two-hole bags whereas the spin gap �SG reflects the degree of
long-range order of the spin fluctuations of the localized-electron phase, which would be a
maximum at p ≈ 1/6 where Tc has its maximum value. Similarly, the infrared gap would
reflect the ordering of the (Cu–O) bond-length fluctuations, and this order is also a maximum
at p ≈ 1/6.

Several papers have suggested that the pseudogap is due to superconductive-pair
fluctuations. Although �PG appears to be related to the formation of bosonic correlation
bags, creation of these bags must be distinguished from formation of Cooper pairs. Following
Pippard [225], Vidal et al [226] have argued from the uncertainty principle that the coherence
length ξ(T ) of Cooper pairs must satisfy the constraint

ξ(T ) � ξ(0) (32)

which leads to a temperature T c above which Cooper pairs cannot exist: ξ(εc) ≈ ξ(0), where
ε ≡ ln(T/Tc) is a reduced temperature and εc = ln(T c/Tc). Within the Gaussian–Ginsburg–
Landau framework, the total energy

ξ−2(ε) + k2 � ξ(0) (33)

in units of h̄2/2m∗ gives a cut-off at ε = εc. Applying this cut-off, Vidal et al [226] have
found an excellent fit with their experimental determination of the dependence on ε of the
fluctuation-induced magnetization and electrical conductivity for a variety of low-temperature
and high-temperature superconductors that cover a range of ξ(0)values varying by two orders of
magnitude. Their results show that the normal-state pseudogap is not related to superconductive
Cooper-pair fluctuations.

According to BCS theory, formation of Cooper pairs on cooling through Tc localizes
itinerant electrons within the pair coherence length, which increases slightly the mean
electronic kinetic energy. However, if Tc is determined by the superfluid stiffness rather
than a pairing energy, as appears to be the case in the underdoped copper oxides, then the
kinetic energy would decrease on cooling through Tc; the onset of the superfluid stiffness
would be marked by an improved ordering of the Cu–O bond-length fluctuations, which would
increase the volume fraction of itinerant vibrons and lower the mean kinetic energy. Motivated
by an alternative argument by Hirsch [227, 228] for a decrease in the electronic kinetic
energy on cooling through Tc, Molegraaf et al [229] made an optical study of underdoped
Bi2Sr2CaCu2O8+δ that confirms this prediction. Using spectroscopic ellipsometry, they
observed an in-plane spectral-weight transfer on cooling through Tc from above 10 000 cm−1

to the intraband optical range; and Santander-Syro et al [230] showed that transfer occurs to the
infrared spectrum. From these measurements, a kinetic-energy lowering of about 1 meV/Cu
atom was estimated.

Kabanov and Mihailovic [231, 232] have considered finite-k′ electron–phonon coupling
appropriate for a superconductor with a short coherence length. From group-theoretical
analysis, they show that k �= 0 phonons can couple to degenerate electronic states in the CuO2

sheets, and a pseudo-Jahn–Teller distortion is found to be operative for oxygen vibration modes
of Eu and Eg symmetry. Experimentally observed anomalies in inelastic neutron scattering,
electron-spin resonance and near-edge x-ray absorption fine structure suggest that the important
electron–phonon interaction is along the Cu–O–Cu rows. Their analysis supports the deduction
of electron hybridization with phonons propagating along the Cu–O–Cu bond axes. Although



Topical Review R315

it does not provide a unique description of either the bosonic bags or the Cooper pairs, their
analysis provides an early attempt to introduce cooperative bond-length fluctuations into an
analytic framework.

Kusmartsev [233] has extended the bipolaron concept of Alexandrov to consider vibronic
modes within an ‘electronic molecule’, which he considers to be a small bipolaron. However,
the concept can be generalized to include a two-electron/two-hole correlation bag. This
approach may allow description of the fluctuating shapes of the correlation bags in the normal
state of the QCP phase.

5.4. Some properties of the n-type superconductors

The parent phases of the n-type superconductors contain only Cu2+ ions and are
antiferromagnetic insulators like the parent La2CuO4 compound of the T/O structure. The
Ln2−x Cex CuO4 systems having the T′ structure of figure 8(a) also contain Ln3+-ion spins that
order at low temperatures. In the superconductive compositions, antiferromagnetic ordering
of the Ln3+-ion spins has no apparent influence on the superconductive properties whatever
the interactions between the spins on the Ln3+ and Cu2+ ions [234]. On initial doping
(x < xc), the charge carriers are small polarons; they do not occupy a multicentre correlation
bag. Consequently the long-range antiferromagnetic ordering temperature does not drop
anomalously steeply with increasing charge-carrier concentration as occurs in La2−x Srx CuO4.
As illustrated in figure 29, the two-phase compositional range separating the antiferromagnetic,
polaronic phase and the superconductive vibronic phase about x ≈ xc is shifted to higher x
as the ionic radius of the Ln3+ ion decreases [115]. As the size of the Ln3+ ion becomes
smaller, the stretched Cu–O bond within the CuO2 sheets approaches its equilibrium value
and the Cu3+/Cu2+ redox energy is raised, which reduces the O 2p covalent admixture and
narrows the (x2 − y2)σ ∗ band; a narrower bandwidth stabilizes the polaronic phase relative
to the QCP phase. In the Gd1−x Cex CuO4 system, xc is shifted beyond the superconductive
compositional range, and no superconductive compositions have been found. This shift is
evident in the magnetic phase diagram of Sm1.85−x Gdx Ce0.15O4 shown in figure 45 taken from
Nagata et al [235]. The diagram shows a suppression of superconductivity and stabilization of
the antiferromagnetic phase for x > 1.1 with 0.15 charge carriers/Cu atom. The stability of
the polaronic phase largely or completely suppresses the underdoped regime that is found in
the p-type superconductors; therefore, the n-type superconductors do not exhibit a pseudogap.

As in the p-type superconductors, there is evidence that a two-phase region separates the
QCP phase and the FL phase in the overdoped region. Caprara et al [236] have observed
features in the optical conductivity σ(ω) that cannot be accounted for within a single-fluid
model. It is noteworthy that stretching of the Cu–O bonds stabilizes the FL phase relative to
the QCP phase, so the optimum doping is not achieved in LaNd1−x CexCuO4.

ARPES data [237–239] have confirmed the conclusion from other experiments [240–243]
that the superconductive gap � in the n-type superconductors also has x2 − y2 symmetry. The
magnitude of � was found to be only about half that of the p-type superconductors having a
Tc a little more than twice as large.

Measurements by Li et al [244] of the resistivity of Nd2−x Cex CuO4 (x = 0.14, 0.16,
0.18 and 0.20) single crystals showed a ρ − ρi ∼ T 2 dependence well above Tc typical of
overdoped p-type superconductors. The application of a magnetic field H � 7 T suppressed
superconductivity in the optimally doped x = 0.16 sample and revealed a smooth transition
at low temperatures (T < Tc(H = 0)) to semiconductive behaviour with a small motional
enthalpy �Hm for the charge-carrier mobility that decreases with increasing x . A similar
vibronic behaviour of the normal-state resistivity in fields H > Hc2 has been noted in several
p-type superconductors [148, 245–250].
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Figure 45. Magnetic phase diagram for the Sm 1.85−x Gdx Ce0.15CuO4 system at temperatures below
180 K. Transition temperatures were determined under applied magnetic fields of 5 and 10 kOe.
Tc , TN R , TNCu, TNGd and TS R are the superconductive critical temperature, the Néel temperatures
of the Sm, Cu and Gd sublattices, respectively, and a Cu-spin reorientation temperature. SC, WF,
AF and Para represent superconductive, weak canted-spin ferromagnetic, antiferromagnetic and
paramagnetic states, after [235].

Several theoretical models have been proposed to account for this phenomenon. In an
attempt to distinguish between them, Budhani et al [251] measured the dependence on H of
the thermoelectric power α(T ) and the Hall coefficient RH (T ) in underdoped (x = 0.13),
optimally doped (x = 0.15) and overdoped (x = 0.17) Pr2−x Cex CuO4 films deposited
epitaxially on a (100) face of LaAlO3. They found a minimum in the in-plane resistivity ρab(T )

at a characteristic temperature T + that increased with decreasing x ; and below T +, the resistivity
varied as ln(1/T ). This behaviour is similar to that shown in figure 34 for La2−x Srx CuO4

in which T + falls below Tc at optimum doping. Moreover, application of a magnetic field
H > Hc2 to suppress Tc revealed that T + falls to zero in the interval 0.15 < x < 0.17 of
Pr2−x Cex CuO4, which is similar to the data of Li et al [244] for Nd2−x Cex CuO4. Analysis of
the low-temperature α(T, H ) and RH (T, H ) data supports a model in which the transition at
T + is caused by 2D weak localization; it also supports a vibronic model in which �Hm → 0
where the FL phase in the overdoped samples first percolates through the superconductive
QCP phase.

Brugger et al [252] have reported evidence for low-temperature heavy-fermion behaviour
in metallic Nd2−x Cex CuO4 (x > 0.15) as a result of hybridization of the FL electrons near
the Fermi energy with the localized 4f states on the Nd3+ ions; no interaction between Ln3+-4f
and the heavy, superconductive Cu 3d vibrons has been detected.

In order to avoid complications due to interaction of the Cu 3d and Ln3+-4f states, Williams
et al [253] studied α(T ) and 63Cu NMR of the infinite-layer compound Sr0.9La0.1CuO2

prepared under high pressure; it had a Tc = 43 K. The thermoelectric power α(T ), figure 46,
is negative and shows an anomalous enhancement with a maximum magnitude at about 120 K,
which is analogous to the behaviour of α(T ) in optimally doped and overdoped La2−x Srx CuO4

(x � 0.15) shown in figure 34. This enhancement correlates, in the p-type superconductors,
with the transfer of spectral weight from the (π, π) to the (π, 0) direction observed with ARPES.
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Figure 46. Thermoelectric power against temperature for n-type Sr0.9La0.1CuO2. Inset: plot of
the zero-field-cooled (solid curve) and field-cooled (dashed curve) dc susceptibility in H = 2 mT,
after [253].

The magnitude of the pseudogap�PG is associated with the formation of two-hole/two-electron
correlation bags, not with the transfer of spectral weight. The transfer of spectral weight is to
be associated with a hybridization of the vibronic charge carriers with the phonons introduced
by ordering of the (Cu–O) bond-length fluctuations.

The 63Cu NMR data in a field H⊥ to the CuO2 sheets of Sr0.9La0.1CuO2 gave a Knight
shift 63Ks,⊥(T ) that is temperature independent for T > 50 K; on cooling below 50 K,
the 63Ks,⊥(T ) drops precipitously due to the opening of the spin gap �SG , figure 47. This
observation implies a flat Fermi surface within about 2 kT of the Fermi energy and no opening
of a pseudogap. The authors conclude that a density of states N(εF ) at the Fermi energy about
one-quarter of that in La1.85Sr0.15CuO4 together with a flat Fermi surface rules out models of
the high-Tc superconductivity that are based on simple band-structure effects such as a van
Hove singularity in the 3D band structure.

Interestingly, the 63Ks,⊥(T ) curve below Tc cannot be fitted to either a purely s-wave or
purely d-wave order parameter; a best fit to the data requires, in addition to a d-wave order
parameter, a residual Nres(εF) = 0.25No, where No is the normal-state N(εF ), figure 47 inset.
This observation implies that electrons with k vectors in the (π, π) direction do not become
superconductive in Sr0.9La0.1CuO2.

The Korringa relation for the spin–lattice relaxation rate T −1
1 , namely 63T1T63Ks =

constant, is not observed either in this case or in the hole-doped superconductive cuprates.
The temperature dependence of (63T1T)−1 in the normal state is remarkably similar to that
observed for La2−x Srx CuO4 (x � 0.15) where neutron-scattering studies have shown the
persistence of spin fluctuations. Therefore, it appears that (63T1T)−1 is dominated by coupling
to the antiferromagnetic spin fluctuation spectrum, which gives an increase in (63T1T)−1 with
decreasing temperature [254]. The n- and p-type copper oxide superconductors have similar
dynamic spin susceptibilities, and the formation of Cooper pairs in the n-type superconductors
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Figure 47. The 63Cu NMR shift δab for an H = 9 T perpendicular to the c axis of Sr0.9La0.1CuO2.
Subtraction of the temperature-independent orbital shift, the diamagnetic shift and the second-order
nuclear quadrupole shift gives 63Ks,⊥(T ). Inset: data below Tc compared with an s-wave �SG

(dotted curve), a d-wave �SG (dashed curve) and a d-wave �SG with a residual density of states
Nres(εF )/No = 1/4 (solid curve) where No is N(εF ) in the normal state and 2�SG/kTc = 7,
after [253].

is clearly analogous to that in the p-type superconductors; the superconductive state condensing
in each case forms a QCP normal state. The separation of localized-electron regions with
strong superexchange spin–spin interactions from itinerant-electron regions of lower electronic
kinetic energy and no localized spins is a common feature. In each case cooperative bond-
length fluctuations order at lower temperatures; the order induces hybridization of electrons
and phonons to give itinerant vibronic states of large effective mass m∗.

Although bosonic two-electron/two-hole correlation bags can be identified in the
underdoped and optimally doped compositions in the p-type superconductors and may be
preserved in the overdoped region by a segregation of an FL phase and a superconductive
QCP phase, the relationship between the bosonic clusters and formation of Cooper pairs has
not yet been clarified. In the p-type superconductors, a two-electron/two-hole bag is formally
a 2Cu3+ + 2Cu2+ cluster containing molecular σ ∗ electrons and having a smaller equilibrium
Cu–O bond length than the Cu2+-ion matrix. In the n-type superconductors, an analogous
bag would be a 2Cu2+ + 2Cu+ cluster containing molecular σ ∗ electrons and having a larger
equilibrium Cu–O bond length than the Cu2+-ion matrix, but a smaller mean bond length than
a cluster with localized Cu+ and Cu2+ ions. There is no evidence that such bosonic clusters
form in the normal state of the n-type QCP phase; there may be simply the formation of heavy
itinerant vibrons that form Cooper pairs having a coherence length comparable to that of the
volume of a correlation bag. An inelastic neutron scattering study of the evolution with x of
the phonon density of states for Nd2−x Cex CuO4 (0 � x � 0.15) showed softening of the
Cu–O stretching and out-of-plane oxygen vibration modes in the polaronic compositions, not
the superconductive compositions; the electron–lattice coupling in the n-type superconductors
is clearly weaker than that in the p-type superconductors [255].
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6. Conclusions

What is unique about the copper oxide superconductors? The answer lies in the confluence
of several critical properties, any one or two of which may be found in oxides that are not
superconductive. The following list of critical properties emerges from the data that have been
summarized; the list may not be complete.

(1) Copper can be stabilized in three different formal valence states: Cu(I), Cu(II) and Cu(III).
The Cu(I) and Cu(III) ions are diamagnetic; the Cu(II) carries a spin S = 1/2 where the 3d9

configuration remains localized. The orbital angular momentum of the 3d9 configuration
is quenched.

(2) Removal of an electron from the Cu(I):3d10 manifold favours formation of square-coplanar
oxygen coordination at a Cu(II) with the hole in an antibonding x2 − y2 orbital. The
Cu(II) ion may have, in addition, one or two more loosely bound apical oxygen(s), which
means that the Cu(II) ion may occupy a square-coplanar site, a square-pyramidal site or a
tetragonal (c/a > 1) octahedral site. The strong square-coplanar bonding at a Cu(II) ion
lends itself to the formation of layered structures containing Cu(II)O2 planes or sheets of
corner-shared square-coplanar units making (180◦ − φ) Cu–O–Cu bonds.

(3) In a Cu(II)O2 plane or sheet, the Cu(II)/Cu(I) redox couple lies an energy �E p above the
Cu(III)/Cu(II) redox couple, which is pinned at the top of the O 2p bands. This charge-
transfer gap �E p varies with the Cu–O bond length. A �E p ≈ 2 eV is found where
the Cu–O bond is under a compressive stress; it is smaller where the Cu–O bond is under
tension. Transformation from localized to itinerant electronic behaviour of the x2 − y2

electrons induces a collapse of �E p.
(4) In a point-charge model, the Cu(III)/Cu(II) redox energy lies below the O2−:2p6 energy,

which means there is a dominant O 2p character in the antibonding x2 − y2 states pinned
at the top of the O 2p bands; the Cu(III)/Cu(II) redox energy corresponds to these pinned
x2 − y2 antibonding states and the gap between the Cu(II)/Cu(I) and Cu(III)/Cu(II) redox
couples is referred to as a charge-transfer gap �E p rather than an on-site Coulomb energy
U . Moreover, removal of an electron from a Cu(II) ion to form Cu(III) is from the pinned
x2 − y2 orbital in violation of Hund’s highest multiplicity rule; the (3z2 − r2) orbital lies
an energy (U − �E p) below the top of the O 2p bands. This low-spin character of the
Cu(III) ions is critical; it means that only a single x2 − y2 band is partially occupied and
there is no localized spin associated with any other orbitals. The x2 − y2 orbitals are half
filled in the parent Cu(II)O2 sheets.

(5) In layered oxides, mismatch between equilibrium metal–oxygen bond lengths in adjacent
layers places the Cu(II)O2 planes under a stress; a compressive stress is relieved by
oxidation of the Cu(II)O2 sheets, which enables p-type doping, whereas a tensile stress is
relieved by reduction, which enables n-type doping.

(6) Although the (180◦ − φ) Cu–O–Cu interactions within a Cu(II)O2 sheet are strong as
a result of the Cu:3d–O:2p hybridization of the x2 − y2 orbitals, these parent sheets
retain a localized spin on the Cu(II) atoms with strong antiferromagnetic superexchange
interactions. However, the introduction of a hole fraction per Cu atom of p > 0.27 or
an electron fraction per Cu atom of n > 0.21 results in the formation of a narrow band
of itinerant x2 − y2 electrons forming an FL. A transition from localized to itinerant
electronic behaviour is first order. High-temperature superconductivity is encountered
where this first-order transition occurs in a mixed-valent system at a composition that
allows superconductivity to compete with stabilization of a CDW. In the layered copper
oxides with a 2D x2 − y2 band, this critical composition corresponds to p ≈ 1/6 or
n ≈ 1/6.
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(7) Where separation of localized-electron and itinerant-electron phases would occur at too
low a temperature for atomic diffusion, it may be accomplished in an array of corner-
shared transition-metal sites by cooperative oxygen-atom displacements. Where the two
phases would have comparable valence fractions, these oxygen displacements may be only
locally cooperative and fluctuating to give a polaronic liquid of vibronic charge carriers
having a small motional enthalpy �Hm; however, long-range ordering of the fluctuations
in such a QCP phase may occur at lower temperatures. Normally, this ordering results in
stabilization of a static CDW, which opens a gap at the Fermi surface to suppress formation
of Cooper pairs. Alternatively, the ordering may stabilize phonons that hybridize with
the charge carriers to form itinerant vibrons of large effective mass. These can form
superconductive Cooper pairs bound by a non-retarded elastic energy rather than the
retarded potential of a conventional superconductor. Formation of bosonic bags that
hybridize with the phononic cooperative oxygen vibrations that define them requires a
critical charge-carrier concentration falling in the transition from localized to itinerant
electronic behaviour.

(8) In a 2D square sublattice of transition-metal atoms, as occurs in the CuO2 sheets, it is
noteworthy that the critical charge-carrier concentrations p ≈ 1/6 or n ≈ 1/6 allow
stabilization of two-carrier correlation bags in every other Cu–O–Cu row, as is illustrated
in figure 39. This is the most stable configuration for bosonic two-carrier bags, and the
dimensions of a bag correspond to the coherence length of a superconductive pair.
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